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## 1. Introduction

In recent years, the variational inequality has been addressed in a large variety of problems arising in elasticity, structural analysis, economics, transportation equilibrium, optimization, oceanography, and engineering sciences [1, 2]. Inspired by its wide applications, many researchers have studied the classical variational inequality and generalized it in various directions. Also, many computational methods for solving variational inequalities have been proposed (see [3-8] and the references therein). Among these methods, resolvant operator technique is an important one, which was studied in the 1990s by many researchers (such as $[4,6,9]$ ), and further studies developed recently [3, 10, 11].

As monotonicity plays an important role in the theory of variational inequality and its generalizations, in this paper, we introduce a new class of monotone operator: Mmonotone operator. The resolvant operator associated with an $M$-monotone operator is
proved to be Lipschitz-continuous. Applying the resolvant operator technique, we transform the positively semidefinite variational inequality $(V I)$ problem $V I\left(S_{+}^{n}, F+G\right)$ into a fixed point problem of a nonexpansive mapping and suggest a proximal point algorithm to solve the fixed point problem. Under the condition that $F$ in the VI problem is strongly monotone and Lipschitz-continuous, we prove that the algorithm has a global convergence. To ensure the proposed proximal point algorithm is implementable, we introduce a path Newton algorithm whose step size is calculated by Armijo rule.

In the next section, we recall some results and concepts that will be used in this paper. In Section 3, we introduce the definition of an $M$-monotone operator, and discuss properties of this kind of operators, especially the Lipschitz continuity of the resolvant operator of an $M$-monotone operator. In Section 4, we construct a proximal point algorithm, based on the results in Section 3, for $V I\left(S_{+}^{n}, F+G\right)$, and prove its global convergence. To ensure that the proposed proximal point algorithm in Section 4 is implementable, we introduce a path Newton algorithm, in Section 5, in which the step size is calculated by Armijo rule.

## 2. Preliminaries

Throughout this paper, we assume that $S^{n}$ denotes the space of $n \times n$ symmetric matrices and $S_{+}^{n}$ denote the cone of $n \times n$ symmetric positive semidefinite matrices. For $A, B \in S^{n}$, we define an inner product $\langle A, B\rangle=\operatorname{tr}(A B)$ which induces the norm $\|A\|=\sqrt{\langle A, A\rangle}$. Let $2^{S^{n}}$ denote the family of all the nonempty subsets of $S^{n}$. We recall the following concepts, which will be used in the sequel.

Definition 2.1. Let $A, B, C: S^{n} \rightarrow S^{n}$ be single-valued operators and let $M: S^{n} \times S^{n} \rightarrow S^{n}$ be mapping.
(i) $M(A, \cdot)$ is said to be $\alpha$-strongly monotone with respect to $A$ if there exists a constant $\alpha>0$ satisfying

$$
\begin{equation*}
\langle M(A x, u)-M(A y, u), x-y\rangle \geq \alpha\|x-y\|^{2}, \quad \forall x, y, u \in S^{n} \tag{2.1}
\end{equation*}
$$

(ii) $M(\cdot, B)$ is said to be $\beta$-relaxed monotone with respect to $B$ if there exists a constant $\beta>0$ satisfying

$$
\begin{equation*}
\langle M(u, B x)-M(u, B y), x-y\rangle \geq-\beta\|x-y\|^{2}, \quad \forall x, y, u \in S^{n} \tag{2.2}
\end{equation*}
$$

(iii) $M(\cdot, \cdot)$ is said to be $\alpha \beta$-symmetric monotone with respect to $A$ and $B$ if $M(A, \cdot)$ is $\alpha$-strongly monotone with respect to $A$; and $M(\cdot, B)$ is $\beta$-relaxed monotone with respect to $B$ with $\alpha \geq \beta$ and $\alpha=\beta$ if and only if $x=y$, for all $x, y, u \in S^{n}$;
(iv) $M(\cdot, \cdot)$ is said to be $\xi$-Lipschitz-continuous with respect to the first argument if there exists a constant $\xi>0$ satisfying

$$
\begin{equation*}
\|M(x, u)-M(y, u)\| \leq \xi\|x-y\|, \quad \forall x, y, u \in S^{n} ; \tag{2.3}
\end{equation*}
$$

(iv) $A$ is said to be $t$-Lipschitz-continuous if there exists a constant $t>0$ satisfying

$$
\begin{equation*}
\|A x-A y\| \leq t\|x-y\|, \quad \forall x, y \in S^{n} \tag{2.4}
\end{equation*}
$$

(vi) $B$ is said to be $l$-cocoercive if there exists a constant $l>0$ satisfying

$$
\begin{equation*}
\langle B x-B y, x-y\rangle \geq l\|B x-B y\|^{2}, \quad \forall x, y \in S^{n} \tag{2.5}
\end{equation*}
$$

(vii) $C$ is said to be $r$-strongly monotone with respect to $M(A, B)$ if there exists a constant $r>0$ satisfying

$$
\begin{equation*}
\langle C x-C y, M(A x, B x)-M(A y, B y)\rangle \geq r\|x-y\|^{2}, \quad \forall x, y \in S^{n} . \tag{2.6}
\end{equation*}
$$

In a similar way to $(v)$, we can define the Lipschitz continuity of the mapping $M$ with respect to the second argument.

Definition 2.2. Let $A, B: S^{n} \rightarrow S^{n}, M: S^{n} \times S^{n} \rightarrow S^{n}$ be mappings. $M$ is said to be coercive with respect to $A$ and $B$ if

$$
\begin{equation*}
\lim _{\|x\| \rightarrow \infty} \frac{\langle M(A x, B x), x\rangle}{\|x\|}=+\infty . \tag{2.7}
\end{equation*}
$$

Definition 2.3. Let $A, B: S^{n} \rightarrow S^{n}, M: S^{n} \times S^{n} \rightarrow S^{n}$ be mappings. $M$ is said to be bounded with respect to $A$ and $B$ if $M(A(P), B(P))$ is bounded for every bounded subset $P$ of $S^{n}$. $M$ is said to be semicontinuous with respect to $A$ and $B$ if for any fixed $x, y, z \in S^{n}$, the function $t \mapsto\langle M(A(x+t y), B(x+t y)), z\rangle$ is continuous at $0^{+}$.

Definition 2.4. T: $S^{n} \rightarrow 2^{S^{n}}$ is said to be monotone if

$$
\begin{equation*}
\langle x-y, u-v\rangle \geq 0, \quad \forall u, v \in S^{n}, x \in T u, y \in T v \tag{2.8}
\end{equation*}
$$

and it is said to be maximal monotone if $T$ is monotone and $(I+c T)\left(S^{n}\right)=S^{n}$ for all $c>0$, where $I$ denotes the identity mapping on $S^{n}$.

## 3. $M$-Monotone operators

In this section, we introduce $M$-monotonicity of operators and discuss its properties.
Definition 3.1. Let $A, B: S^{n} \rightarrow S^{n}$ be single-valued operators, $M: S^{n} \times S^{n} \rightarrow S^{n}$ a mapping, and $T: S^{n} \rightarrow 2^{S^{n}}$ a multivalue operator. $T$ is said to be $M$-monotone with respect to $A$ and $B$ if $T$ is monotone and $(M(A, B)+c T)\left(S^{n}\right)=S^{n}$ holds for every $c>0$.

Remark 3.2. If $M(A, B)=H$, then the above definition reduces to $H$-monotonicity, which was studied in [5]. If $M(A, B)=I$, then the definition of $I$-monotonicity is just the maximal monotonicity.

Remark 3.3. Let $T$ be a monotone operator and let $c$ be a positive constant. If $T: S^{n} \rightarrow 2^{S^{n}}$ is an $M$-monotone operator with respect to $A$ and $B$, every matrix $z \in S^{n}$ can be written in exactly one way as $M(A x, B x)+c u$, where $u \in T(x)$.

Proposition 3.4. Let $M$ be $\alpha \beta$-symmetric monotone with respect to $A$ and $B$ and let $T$ : $S^{n} \rightarrow 2^{S^{n}}$ be an $M$-monotone operator with respect to $A$ and $B$, then $T$ is maximal monotone.

Proof. Since $T$ is monotone, it is sufficient to prove the following property; inequality $\langle x-y, u-v\rangle \geq 0$ for $(v, y) \in \operatorname{Graph}(T)$ implies that

$$
\begin{equation*}
x \in T u . \tag{3.1}
\end{equation*}
$$

Suppose, by contradiction, that there exists some $\left(u_{0}, x_{0}\right) \bar{\in} \operatorname{Graph}(T)$ such that

$$
\begin{equation*}
\left\langle x_{0}-y, u_{0}-v\right\rangle \geq 0, \quad \forall(v, y) \in \operatorname{Graph}(T) \tag{3.2}
\end{equation*}
$$

Since $T$ is $M$-monotone with respect to $A$ and $B,(M(A, B)+c T)\left(S^{n}\right)=S^{n}$ holds for every $c>0$, there exists $\left(u_{1}, x_{1}\right) \in \operatorname{Graph}(T)$ such that

$$
\begin{equation*}
M\left(A u_{1}, B u_{1}\right)+c x_{1}=M\left(A u_{0}, B u_{0}\right)+c x_{0} \in S^{n} . \tag{3.3}
\end{equation*}
$$

It follows form (3.2) and (3.3) that

$$
\begin{align*}
0 \leq & c\left\langle x_{0}-x_{1}, u_{0}-u_{1}\right\rangle \\
= & -\left\langle M\left(A u_{0}, B u_{0}\right)-M\left(A u_{1}, B u_{1}\right), u_{0}-u_{1}\right\rangle \\
= & -\left\langle M\left(A u_{0}, B u_{0}\right)-M\left(A u_{1}, B u_{0}\right), u_{0}-u_{1}\right\rangle \\
& -\left\langle M\left(A u_{1}, B u_{0}\right)-M\left(A u_{1}, B u_{1}\right), u_{0}-u_{1}\right\rangle  \tag{3.4}\\
\leq & -(\alpha-\beta)\left\|u_{0}-u_{1}\right\| \\
\leq & 0,
\end{align*}
$$

which yields $u_{1}=u_{0}$. By (3.3), we have that $x_{1}=x_{0}$. Hence ( $\left.u_{0}, x_{0}\right) \in \operatorname{Graph}(T)$, which is a contradiction. Therefore (3.1) holds and $T$ is maximal monotone. This completes the proof.

The following example shows that a maximal monotone operator may not be $M$ monotone for some $A$ and $B$.

Example 3.5. Let $S^{n}=S^{2}, T=I$, and $M(A x, B x)=x^{2}+2 E-x$ for all $x \in S^{2}$, where $E$ is an identity matrix. Then it is easy to see that $I$ is maximal monotone. For all $x \in S^{2}$, we have that

$$
\begin{equation*}
\|(M(A, B)+I)(x)\|^{2}=\left\|x^{2}+2 E-x+x\right\|^{2}=\left\|x^{2}+2 E\right\|^{2}=\operatorname{tr}\left[\left(x^{2}+2 E\right)^{2}\right] \geq 8 \tag{3.5}
\end{equation*}
$$

which means that $0 \bar{\in}(M(A, B)+I)\left(S^{2}\right)$ and $I$ is not $M$-monotone with respect to $A$ and $B$.

Proposition 3.6. Let $T: S^{n} \rightarrow 2^{S^{n}}$ be a maximal monotone operator and let $M: S^{n} \times S^{n} \rightarrow$ $S^{n}$ be a bounded, coercive, semicontinuous, and $\alpha \beta$-symmetric monotone operator with respect to $A$ and $B$. Then $T$ is $M$-monotone with respect to $A$ and $B$.

Proof. For every $c>0, c T$ is maximal monotone since $T$ is maximal monotone. Since $M$ is bounded, coercive, semicontinuous, and $\alpha \beta$-symmetric monotone operator with respect
to $A$ and $B$, it follows from [9, Corollary 32.26] that $M(A, B)+c T$ is surjective, that is, $(M(A, B)+c T)\left(S^{n}\right)=S^{n}$ holds for every $c>0$. Thus, $T$ is an $M$-monotone operator with respect to $A$ and $B$. The proof is complete.

Theorem 3.7. Let $M$ be an $\alpha \beta$-symmetric monotone with respect to $A$ and $B$ and let $T$ be an $M$-monotone operator with respect to $A$ and $B$. Then the operator $(M(A, B)+c T)^{-1}$ is single-valued.

Proof. For any given $u \in S^{n}$, let $x, y \in(M(A, B)+c T)^{-1}(u)$. It follows that $-M(A x, B x)+$ $u \in T x$ and $-M(A y, B y)+u \in T y$. The monotonicity of $T$ and $M$ implies that

$$
\begin{align*}
0 & \leq\langle-M(A x, B x)+u-(-M(A y, B y)+u), x-y\rangle \\
& =-\langle M(A y, B y)-M(A x, B x), x-y\rangle \\
& \leq-(\alpha-\beta)\left\|u_{0}-u_{1}\right\|  \tag{3.6}\\
& \leq 0 .
\end{align*}
$$

From the symmetric monotonicity of $M$, we get that $x=y$. Thus $(M(A, B)+c T)^{-1}$ is single-valued. This completes the proof.

Definition 3.8. Let $M$ be an $\alpha \beta$-symmetric monotone with respect to $A$ and $B$ and let $T$ be an $M$-monotone operator with respect to $A$ and $B$. The resolvant operator $J_{c T}^{M}: S^{n} \rightarrow S^{n}$ is defined by

$$
\begin{equation*}
J_{c T}^{M}(u)=(M(A, B)+c T)^{-1}(u), \quad \forall u \in S^{n} . \tag{3.7}
\end{equation*}
$$

Theorem 3.9. Let $M(A, B)$ be $\alpha$-strongly monotone with respect to $A$ and $\beta$-relaxed monotone with respect to $B$ with $\alpha>\beta$. Suppose that $T: S^{n} \rightarrow 2^{S^{n}}$ is an $M$-monotone operator. Then the resolvant operator $J_{c T}^{M}: S^{n} \rightarrow S^{n}$ is Lipschitz-continuous with constant $1 /(\alpha-\beta)$, that is,

$$
\begin{equation*}
\left\|J_{c T}^{M}(u)-J_{c T}^{M}(v)\right\| \leq \frac{1}{\alpha-\beta}\|u-v\|, \quad \forall u, v \in S^{n} . \tag{3.8}
\end{equation*}
$$

Since the proof of Theorem 3.9 is similar as that of [5, Theorem 2.2], we here omit it.

## 4. An algorithm for variational inequalities

Let $F, G: S_{+}^{n} \rightarrow S^{n}$ be operators. Consider the general variational inequality problem $V I\left(S_{+}^{n}, F+G\right)$, defined by finding $u \in S_{+}^{n}$ such that

$$
\begin{equation*}
\langle F(u)+G(u), v-u\rangle \geq 0, \quad \forall v \in S_{+}^{n} . \tag{4.1}
\end{equation*}
$$

We can rewrite it as the problem of finding $u \in S_{+}^{n}$ such that

$$
\begin{equation*}
0 \in G(u)+T(u) \tag{4.2}
\end{equation*}
$$

where $T \equiv F+\mathcal{N}\left(\cdot ; S_{+}^{n}\right)$. Let $\operatorname{Sol}\left(S_{+}^{n}, F+G\right)$ be the set of solutions of $V I\left(S_{+}^{n}, F+G\right)$.

Proposition 4.1. Let $F, G: S_{+}^{n} \rightarrow S^{n}$ be continuous and let $M: S^{n} \times S^{n} \rightarrow S^{n}$ be a bounded, coercive, semicontinuous, and $\alpha \beta$-symmetric monotone operator with respect to $A: S^{n} \rightarrow S^{n}$ and $B: S^{n} \rightarrow S^{n}$. Then the following two properties hold for the map $T \equiv F+\mathcal{N}\left(\cdot ; S_{+}^{n}\right)$ :
(a) $J_{c T}^{M}(M(A x, B x)-c G(x))=\operatorname{Sol}\left(S_{+}^{n}, F_{c x}\right)$, where $F_{c x}(y)=M(A y, B y)-M(A x, B x)+$ $c(F(y)+G(x))$;
(b) If $F$ is monotone, then $T$ is $M$-monotone with respect to $A$ and $B$.

Proof. We have that the inclusion

$$
\begin{equation*}
y \in J_{c T}^{M}(M(A x, B x)-c G(x))=(M(A, B)+c T)^{-1}(M(A x, B x)-c G(x)) \tag{4.3}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
M(A x, B x) \in\left(M(A, B)+c F+c \mathcal{N}\left(\cdot ; S_{+}^{n}\right)\right)(y)+c G(x) \tag{4.4}
\end{equation*}
$$

or in other words,

$$
\begin{equation*}
0 \in M(A y, B y)-M(A x, B x)+c(F(y)+G(x))+\mathcal{N}\left(y ; S_{+}^{n}\right) . \tag{4.5}
\end{equation*}
$$

This establishes (a).
By [10, Proposition 12.3.6], we can deduce that $T$ is maximal monotone, it follows from Proposition 3.6, we get that $T$ is $M$-monotone with respect to $A$ and $B$. This completes the proof.

Lemma 4.2. Let $M$ be an $\alpha \beta$-symmetric monotone with respect to $A$ and $B$ and let $T$ be an $M$-monotone operator with respect to $A$ and $B$. Then $u \in S_{+}^{n}$ is a solution of $0 \in G(u)+T(u)$ if and only if

$$
\begin{equation*}
u=J_{c T}^{M}(M(A u, B u)-c G(u)), \tag{4.6}
\end{equation*}
$$

where $J_{c T}^{M}=(M(A, B)+c T)^{-1}$ and $c>0$ is a constant.
In order to obtain our results, we need the following assumption.
Assumption 4.3. The mappings $F, G, M, A, B$ satisfy the following conditions.
(1) $F$ is L-Lipschitz-continuous and $m$-strongly monotone.
(2) $M(A, \cdot)$ is $\alpha$-strongly monotone with respect to $A$; and $M(\cdot, B)$ is $\beta$-relaxed monotone with respect to $B$ with $\alpha>\beta$.
(3) $M(\cdot, \cdot)$ is $\xi$-Lipschitz-continuous with respect to the first argument and $\zeta$-Lipschitzcontinuous with respect to the second argument.
(4) $A$ is $\tau$-Lipschitz-continuous and $B$ is $t$-Lipschitz-continuous.
(5) $G$ is $\gamma$-Lipschitz-continuous and s-strongly monotone with respect to $M(A, B)$.

Remark 4.4. Let Assumption 4.3 hold and

$$
\begin{equation*}
\left|c-\frac{s}{\gamma^{2}}\right| \leq \frac{\sqrt{s^{2}-\gamma^{2}\left[(\xi \tau+\zeta t)^{2}-(\alpha-\beta)^{2}\right]}}{\gamma^{2}}, \quad s^{2}>\gamma^{2}\left[(\xi \tau+\zeta t)^{2}-(\alpha-\beta)^{2}\right] \tag{4.7}
\end{equation*}
$$

We can deduce that

$$
\begin{align*}
\| J_{c T}^{M} & (M(A x, B x)-c G(x))-J_{c T}^{M}(M(A y, B y)-c G(y)) \| \\
& \leq \frac{1}{\alpha-\beta}\|M(A x, B x)-M(A y, B y)-c(G(x)-G(y))\| \\
& \leq \frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c s+c^{2} \gamma^{2}}}{\alpha-\beta}\|x-y\|  \tag{4.8}\\
& \leq\|x-y\|,
\end{align*}
$$

which implies that $J_{c T}^{M}(M(A, B)-c G)$ is nonexpansive. Then, it is natural to consider the recursion

$$
\begin{equation*}
x^{k+1} \equiv J_{c T}^{M}\left(M\left(A x^{k}, B x^{k}\right)-c G\left(x^{k}\right)\right) \tag{4.9}
\end{equation*}
$$

which is desired to converge to a zero of $G+T$. Actually, this can be proved to be true. However, based on Lemma 4.2, we construct the following proximal point algorithm for $V I\left(S_{+}^{n}, F+G\right)$.

## Algorithm 4.5

Data. $x^{0} \in S^{n}, c_{0}>0, \varepsilon_{0} \geq 0$, and $\rho_{0}>0$.
Step 1. Set $k=0$.
Step 2. If $x^{k} \in \operatorname{Sol}\left(S_{+}^{n}, F+G\right)$, stop.
Step 3. Find $w^{k}$ such that $\left\|w^{k}-J_{c_{k} T}^{M}\left(M\left(A x^{k}, B x^{k}\right)-c_{k} G\left(x^{k}\right)\right)\right\| \leq \varepsilon_{k}$.
Step 4. Set $x^{k+1} \equiv\left(1-\rho_{k}\right) x^{k}+\rho_{k} w^{k}$ and select $c_{k+1}, \varepsilon_{k+1}$ and $\rho_{k+1}$. Set $k \leftarrow k+1$ and go to Step 1.

The following theorem fully describes the convergence of Algorithm 4.5 for finding a solution to $V I\left(S_{+}^{n}, F+G\right)$.
Theorem 4.6. Suppose that Algorithm 4.5 holds. Let $M$ be bounded, coercive, semicontinuous, and $\alpha \beta$-symmetric monotone with respect to $A$ and $B$; and let $F$ be monotone and Lipschitz-continuous. Let $x^{0} \in S^{n}$ be given, let $\left\{\varepsilon_{k}\right\} \subset[0, \infty)$ satisfy $E \equiv \sum_{k=1}^{\infty} \varepsilon_{k}<\infty$, $\left\{c_{k}\right\} \subset\left(c_{m}, \infty\right)$, where $c_{m}>0$ and

$$
\begin{equation*}
\left|c_{k}-\frac{s}{\gamma^{2}}\right|<\frac{\sqrt{s^{2}-\gamma^{2}\left[(\xi \tau+\zeta t)^{2}-(\alpha-\beta)^{2}\right]}}{\gamma^{2}}, \quad s^{2}>\gamma^{2}\left[(\xi \tau+\zeta t)^{2}-(\alpha-\beta)^{2}\right] \tag{4.10}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\widetilde{L}=\frac{\left[\alpha-\beta-\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}\right]}{\left[\alpha-\beta+3 \sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}\right]^{2}}>0 \tag{4.11}
\end{equation*}
$$

If $\left\{\rho_{k}\right\} \subseteq\left[R_{m}, R_{M}\right]$, where $0<R_{m} \leq R_{M} \leq p \tilde{L}$, for all $p \in[2,+\infty)$, then the sequence $\left\{x^{k}\right\}$ generated by Algorithm 4.5 converges to a solution of $\operatorname{VI}\left(S_{+}^{n}, F+G\right)$.

Proof. We introduce a new map

$$
\begin{equation*}
Q^{k} \equiv I-J_{c_{k} T}^{M}\left(M(A, B)-c_{k} G\right) \tag{4.12}
\end{equation*}
$$

Clearly, any zero of $G+F+\mathcal{N}\left(\cdot ; S_{+}^{n}\right)$, being a fixed point of $J_{c_{k} T}^{M}\left(M(A, B)-c_{k} G\right)$, is also a zero of $Q^{k}$. Now, let us prove that $Q^{k}$ is $\tilde{L}$-cocoercive.

For $x, y \in S^{n}$ we know that

$$
\begin{align*}
\left\langle Q^{k}(x)\right. & \left.-Q^{k}(y), x-y\right\rangle \\
= & \left\langle x-y-\left(J_{c_{k} T}^{M}\left(M(A x, B x)-c_{k} G(x)\right)-J_{c_{k} T}^{M}\left(M(A y, B y)-c_{k} G(y)\right)\right), x-y\right\rangle \\
= & \|x-y\|^{2}-\left\langle J_{c_{k} T}^{M}(M(A x, B x))-J_{c_{k} T}^{M}\left(M(A y, B y)-c_{k}(G(x)-G(y))\right), x-y\right\rangle \\
\geq & \|x-y\|^{2}-\frac{1}{\alpha-\beta}\left\|M(A x, B x)-M(A y, B y)-c_{k}(G(x)-G(y))\right\|\|x-y\| \\
\geq & \|x-y\|^{2}-\frac{1}{\alpha-\beta} \sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}\|x-y\|^{2} \\
= & \left(1-\frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}}{\alpha-\beta}\right)\|x-y\|^{2}, \\
\| Q^{k}(x)- & Q^{k}(y) \|^{2}  \tag{4.13}\\
= & \left\|x-y-\left(J_{c_{k} T}^{M}\left(M(A x, B x)-c_{k} G(x)\right)-J_{c_{k} T}^{M}\left(M(A y, B y)-c_{k} G(y)\right)\right)\right\|^{2} \\
= & \|x-y\|^{2}-2\left\langle x-y, J_{c_{k} T}^{M}\left(M(A x, B x)-c_{k} G(x)\right)-J_{c_{k} T}^{M}\left(M(A y, B y)-c_{k} G(y)\right)\right\rangle \\
& +\left\|J_{c_{k} T}^{M}\left(M(A x, B x)-c_{k} G(x)\right)-J_{c_{k} T}^{M}\left(M(A y, B y)-c_{k} G(y)\right)\right\|^{2} \\
\leq & \|x-y\|^{2}+2 \frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}}{\alpha-\beta}\|x-y\|^{2} \\
& +\frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}\|x-y\|^{2}}{\alpha-\beta} \| 4.1 \\
= & \left(1+3 \frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}}{\alpha-\beta}\right)\|x-y\|^{2} . \tag{4.14}
\end{align*}
$$

Inequalities (4.13) and (4.14) imply that

$$
\begin{align*}
& \left\langle Q^{k}(x)-Q^{k}(y), x-y\right\rangle \\
& \quad \geq\left[1-\frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}}{\alpha-\beta}\right]\left[1+3 \frac{\sqrt{(\xi \tau+\zeta t)^{2}-2 c_{k} s+c_{k}^{2} \gamma^{2}}}{\alpha-\beta}\right]^{-1}\left\|Q^{k}(x)-Q^{k}(y)\right\|^{2} \\
& \quad=\widetilde{L}\left\|Q^{k}(x)-Q^{k}(y)\right\|^{2} . \tag{4.15}
\end{align*}
$$

For all $k$, we denote by $\bar{x}^{k}$ the point computed exactly by the resolvent. That is,

$$
\begin{equation*}
\bar{x}^{k+1} \equiv\left(1-\rho_{k}\right) x^{k}+\rho_{k} J_{c_{k} T}^{M}\left(M\left(A x^{k}, B x^{k}\right)-c_{k} G\left(x^{k}\right)\right) . \tag{4.16}
\end{equation*}
$$

For every zero $x^{*}$ of $T$, we obtain

$$
\begin{align*}
\left\|\bar{x}^{k+1}-x^{*}\right\|^{2} & =\left\|x^{k}-\rho_{k} Q^{k}\left(x^{k}\right)-x^{*}\right\|^{2} \\
& =\left\|x^{k}-x^{*}\right\|^{2}-2 \rho_{k}\left\langle Q^{k}\left(x^{k}\right)-Q^{k}\left(x^{*}\right), x^{k}-x^{*}\right\rangle+\rho_{k}^{2}\left\|Q^{k}\left(x^{k}\right)\right\|^{2} \\
& \leq\left\|x^{k}-x^{*}\right\|^{2}-2 \rho_{k} \widetilde{L}\left\|Q^{k}\left(x^{k}\right)\right\|^{2}+\rho_{k}^{2}\left\|Q^{k}\left(x^{k}\right)\right\|^{2} \\
& \leq\left\|x^{k}-x^{*}\right\|^{2}-\rho_{k}\left(2 \widetilde{L}-\rho_{k}\right)\left\|Q^{k}\left(x^{k}\right)\right\|^{2}  \tag{4.17}\\
& \leq\left\|x^{k}-x^{*}\right\|^{2}-R_{m}\left(2 \widetilde{L}-R_{M}\right)\left\|Q^{k}\left(x^{k}\right)\right\|^{2} \\
& \leq\left\|x^{k}-x^{*}\right\|^{2} .
\end{align*}
$$

Since $\left\|x^{k}-\bar{x}^{k}\right\| \leq \rho_{k} \varepsilon_{k}$, we get that

$$
\begin{align*}
\left\|x^{k+1}-x^{*}\right\| & \leq\left\|\bar{x}^{k+1}-x^{*}\right\|+\left\|x^{k+1}-\bar{x}^{k+1}\right\| \\
& \leq\left\|x^{k}-x^{*}\right\|+\rho_{k} \varepsilon_{k} \\
& \leq\left\|x^{0}-x^{*}\right\|+\sum_{i=0}^{k} \rho_{i} \varepsilon_{i}  \tag{4.18}\\
& \leq\left\|x^{0}-x^{*}\right\|+p \widetilde{L} E .
\end{align*}
$$

Therefore, the sequence $\left\{x^{k}\right\}$ is bounded. On the other hand, we have that

$$
\begin{align*}
\left\|x^{k+1}-x^{*}\right\|^{2}= & \left\|\bar{x}^{k+1}-x^{*}+\left(x^{k+1}-\bar{x}^{k+1}\right)\right\|^{2} \\
= & \left\|\bar{x}^{k+1}-x^{*}\right\|^{2}+2\left\langle\bar{x}^{k+1}-x^{*}, x^{k+1}-\bar{x}^{k+1}\right\rangle+\left\|x^{k+1}-\bar{x}^{k+1}\right\|^{2} \\
\leq & \left\|\bar{x}^{k+1}-x^{*}\right\|^{2}+2\left\|\bar{x}^{k+1}-x^{*}\right\|\left\|x^{k+1}-\bar{x}^{k+1}\right\|+\left\|x^{k+1}-\bar{x}^{k+1}\right\|^{2}  \tag{4.19}\\
\leq & \left\|x^{k}-x^{*}\right\|^{2}+2 \rho_{k} \varepsilon_{k}\left(\left\|x^{0}-x^{*}\right\|+p \widetilde{L} E\right)+\rho_{k}^{2} \varepsilon_{k}^{2} \\
& -R_{m}\left(2 \widetilde{L}-R_{M}\right)\left\|Q^{k}\left(x^{k}\right)\right\|^{2} .
\end{align*}
$$

Letting $E_{2}=\sum_{i=0}^{\infty} \varepsilon_{k}^{2}<\infty$, we have for every $k$,

$$
\begin{align*}
\left\|x^{k+1}-x^{*}\right\|^{2} \leq & \left\|x^{0}-x^{*}\right\|^{2}+2 p \tilde{L} E\left(\left\|x^{0}-x^{*}\right\|+p \tilde{L} E\right) \\
& +p^{2} \widetilde{L}^{2} E_{2}-R_{m}\left(2 \widetilde{L}-R_{M}\right) \sum_{i=0}^{k}\left\|Q^{k}\left(x^{k}\right)\right\|^{2} \tag{4.20}
\end{align*}
$$

Passing to the limit $k \rightarrow \infty$, one has that $\sum_{i=0}^{\infty}\left\|Q^{k}\left(x^{k}\right)\right\|^{2}<\infty$, implying that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} Q^{k}\left(x^{k}\right)=0 . \tag{4.21}
\end{equation*}
$$

According to Remark 3.3, for every $k$, there exists a unique pair $\left(y^{k}, v^{k}\right)$ in $\operatorname{gph} T$ such that $z^{k}=M\left(A x^{k}, B x^{k}\right)-c_{k} G\left(x^{k}\right)=M\left(A y^{k}, B y^{k}\right)+c_{k} v^{k}$. Then $J_{c_{k} T}^{M}\left(M\left(A x^{k}, B x^{k}\right)-\right.$ $\left.c_{k} G\left(x^{k}\right)\right)=y^{k}$. So that $Q^{k}\left(x^{k}\right) \rightarrow 0$ implies that $\left(x^{k}-y^{k}\right) \rightarrow 0, v^{k} \rightarrow 0$.

Since $c_{k}$ is bounded away from zero, it follows that $c_{k}^{-1} Q^{k}\left(x^{k}\right) \rightarrow 0$. Since $x_{k}$ is bounded, it has at least a limit point. Let $x^{\infty}$ be such a limit point and assume that the subsequence $\left\{x^{k_{i}}: k_{i} \in k\right\}$ converges to $x^{\infty}$. It follows that $\left\{y^{k_{i}}: k_{i} \in k\right\}$ also converges to $x^{\infty}$. For every $(y, v)$ in gph $T$ by the monotonicity of $T$, we have that $\left\langle y-y^{k}, v-v^{k}\right\rangle \geq 0$. Letting $k_{i}(\in k) \rightarrow \infty$, we get that $\left\langle y-y^{\infty}, v-v^{k}\right\rangle \geq 0$. We see that $T$ is $M$-monotone due to Proposition 4.1, this implies that $\left(x^{\infty},-G\left(x^{\infty}\right)\right) \in \operatorname{gph} T$, that is, $-G\left(x^{\infty}\right) \in T\left(x^{\infty}\right)$. This completes the proof.

## 5. Solving an approximate fixed point to $J_{c_{k} T}^{M}$

How to calculate $w^{k}$ at Step 3 is the key in Algorithm 4.5. If $\varepsilon_{k}=0$, this amounts to the exact solution of $V I\left(S_{+}^{n}, F_{k}\right)$, where

$$
\begin{equation*}
F_{k}(x)=M(A x, B x)-M\left(A x^{k}, B x^{k}\right)+c_{k}\left(F(x)+G\left(x^{k}\right)\right) \tag{5.1}
\end{equation*}
$$

Now, we consider the case of $\varepsilon_{k}>0$. We can prove that $J_{c_{k} T}^{M}\left(M\left(A x^{k}, B x^{k}\right)-c_{k} G\left(x^{k}\right)\right)$ is the unique solution of the $\operatorname{VI}\left(S_{+}^{n}, F_{k}\right)$. Hence, $w^{k}$ is an inexact solution of the $V I\left(S_{+}^{n}, F_{k}\right)$ satisfying $\operatorname{dist}\left(w^{k}, \operatorname{Sol}\left(S_{+}^{n}, F_{k}\right)\right) \leq \varepsilon_{k}$.

Lemma 5.1. Let $F, G, M, A, B$ satisfy all the conditions of Assumption 4.3. Then a constant $c(k)>0$ exists such that

$$
\begin{equation*}
\operatorname{dist}\left(w^{k}, \operatorname{Sol}\left(S_{+}^{n}, F_{k}\right)\right) \leq c(k)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}\left(w^{k}\right)\right\| . \tag{5.2}
\end{equation*}
$$

Proof. By Assumption 4.3, we can easily get that $F_{k}$ is $L^{\prime}(k)$-Lipschitz-continuous and $\eta(k)$-strongly monotone, where $L^{\prime}(k)=\xi \tau+\zeta t+c_{k} L$ and $\eta(k)=\alpha-\beta+c_{k} m$, that is,

$$
\begin{align*}
\left\|F_{k}(x)-F_{k}(y)\right\| & \leq L^{\prime}(k)\|x-y\|, \\
\left\langle F_{k}(x)-F_{k}(y), x-y\right\rangle & \geq \eta(k)\|x-y\|^{2}, \quad \forall x, y \in S_{+}^{n} . \tag{5.3}
\end{align*}
$$

Let $r=\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}\left(w^{k}\right)$, where $\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}$ is the natural map associated with the $V I\left(S_{+}^{n}, F_{k}\right)$. We have that $w^{k}-r=\Pi_{S_{+}^{n}}\left(w^{k}-F_{k}\left(w^{k}\right)\right)$, that is,

$$
\begin{equation*}
\left\langle y-w^{k}+r, F_{k}\left(w^{k}\right)-r\right\rangle \geq 0, \quad \forall y \in S_{+}^{n} \tag{5.4}
\end{equation*}
$$

For all $x^{*} \in \operatorname{Sol}\left(S_{+}^{n}, F_{k}\right)$ and $w^{k}-r \in S_{+}^{n}$, we also have that

$$
\begin{equation*}
\left\langle w^{k}-r-x^{*}, F_{k}\left(x^{*}\right)\right\rangle \geq 0 . \tag{5.5}
\end{equation*}
$$

From (5.4) and (5.5), we get that

$$
\begin{align*}
& \left\langle x^{*}-w^{k}, F_{k}\left(w^{k}\right)-r\right\rangle+\left\langle r, F_{k}\left(w^{k}\right)-r\right\rangle \\
& \quad=\left\langle x^{*}-w^{k}, F_{k}\left(w^{k}\right)\right\rangle-\left\langle x^{*}-w^{k}, r\right\rangle+\left\langle r, F_{k}\left(w^{k}\right)\right\rangle+\|r\|^{2} \geq 0,  \tag{5.6}\\
& \left\langle x^{*}-w^{k}, F_{k}\left(x^{*}\right)\right\rangle-\left\langle r, F_{k}\left(x^{*}\right)\right\rangle \geq 0 . \tag{5.7}
\end{align*}
$$

Adding (5.6) and (5.7), we deduce that

$$
\begin{align*}
\eta(k)\left\|w^{k}-x^{*}\right\|^{2} & \leq\left\langle x^{*}-w^{k}, F_{k}\left(w^{k}\right)-F_{k}\left(x^{*}\right)\right\rangle \\
& \leq-\left\langle w^{k}-x^{*}, r\right\rangle-\|r\|^{2}+\left\langle r, F_{k}\left(x^{*}\right)-F_{k}\left(w^{k}\right)\right\rangle  \tag{5.8}\\
& \leq\|r\|\left\|w^{k}-x^{*}\right\|+\|r\| L^{\prime}(k)\left\|w^{k}-x^{*}\right\| \\
& =\left(1+L^{\prime}(k)\right)\left\|w^{k}-x^{*}\right\|\|r\| .
\end{align*}
$$

Hence, $\left\|w^{k}-x^{*}\right\| \leq \eta(k)^{-1}\left(1+L^{\prime}(k)\right)\|r\|$. This implies that

$$
\begin{equation*}
\operatorname{dist}\left(w^{k}, \operatorname{Sol}\left(S_{+}^{n}, F_{k}\right)\right) \leq c(k)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{k}\right)\right\|, \tag{5.9}
\end{equation*}
$$

where $c(k)=\eta(k)^{-1}\left(1+L^{\prime}(k)\right)$. This completes the proof.
Consequently, the computation of $w^{k}$ can be accomplished by obtaining an inexact solution of $\operatorname{VI}\left(S_{+}^{n}, F_{k}\right)$ satisfying the residual condition

$$
\begin{equation*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{k}\right)\right\| \leq \frac{1}{c(k)} \varepsilon_{k} . \tag{5.10}
\end{equation*}
$$

We note that the operator $\prod_{S_{+}^{n}}(\cdot)$ is directionally differentiable and strongly semismooth everywhere (see, e.g., [12]). If $F_{k}(\cdot)$ is continuously differentiable, then we get that

$$
\begin{equation*}
\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}(w)=w-\prod_{S_{+}^{n}}\left(w-F_{k}(w)\right) \tag{5.11}
\end{equation*}
$$

is directionally differentiable.
In what follows, we present the following path Newton method for solving the equation $\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{k}\right)=0$.

Algorithm 5.2
Data. $w^{0} \in S^{n}, \gamma \in(0,1)$, and $\rho \in(0,1)$.
Step 1. Set $j=0$.
Step 2. If $\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j}\right)=0$, stop.
Step 3. Select an element $V_{j} \in \partial\left[\left(F_{k}\right)_{S_{+}^{+}}^{\text {nat }}\left(w^{j}\right)\right]$ and consider the corresponding path $p^{j}(\cdot)=$ $w^{j}-(\cdot) V_{j}^{-1}\left(F_{k}\right)_{S_{+}^{d}}^{\text {nat }}\left(w^{j}\right)$ with domain $I_{j}=\left[0, \bar{\tau}_{j}\right)$ for some $\bar{\tau}_{j} \in(0,1]$. Find the smallest nonnegative integer $i_{j}$ such that with $i=i_{j}, \rho^{i} \bar{\tau}_{j} \in I_{j}$ and

$$
\begin{equation*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(p^{j}\left(\rho^{i} \bar{\tau}_{j}\right)\right)\right\| \leq\left(1-\gamma \rho^{i} \bar{\tau}_{j}\right)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j}\right)\right\| . \tag{5.12}
\end{equation*}
$$

Step 4. Set $\tau_{j}=\rho^{i_{j}} \bar{\tau}_{j}, w^{j+1}=p^{j}\left(\tau_{j}\right)$, and $j \leftarrow j+1$; go to Step 2 .
Theorem 5.3. Let $F, G, M, A$, and $B$ satisfy all the conditions of Assumption 4.3. If for all $w \in S_{+}^{n}$ every matrix in $\partial\left[\left(F_{k}\right)_{S_{+}^{+}}^{\text {nat }}(w)\right]$ is nonsingular, then the sequence $\left\{w^{j}\right\}$ generated by Algorithm 5.2 has at least one accumulation point and every accumulation point of the sequence $\left\{w^{j}\right\}$ is the zero point of $\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}$.

Proof. The nonnegative sequence $\left\{\left\|\left(F_{k}\right)_{S_{+}^{+}}^{\text {nat }}\left(w^{j}\right)\right\|\right\}$ is monotonically decreasing; thus it is bounded. It follows from Lemma 5.1 that the sequence $\left\{w^{j}\right\}$ is bounded. That implies that $\left\{w^{j}\right\}$ has at least one accumulation point.

Assume that there exists a subsequence $\left\{w^{j_{m}}\right\}$ of $\left\{w^{j}\right\}$ converging to $w^{*}$ such that

$$
\begin{equation*}
\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{*}\right) \neq 0, \tag{5.13}
\end{equation*}
$$

that is, there exist positive constants $\delta$ and $\eta$ satisfying

$$
\begin{equation*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right\| \geq \eta, \quad \forall w^{j_{m}} \in \mathbb{B}\left(w^{*}, \delta\right) \tag{5.14}
\end{equation*}
$$

By the strong semismoothness of $\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}$, we have that

$$
\begin{equation*}
\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}(w+h)-\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}(w)-V(h)=O\left(\|h\|^{2}\right), \quad \forall w \in \mathbb{B}\left(w^{*}, \delta\right), h \in S_{+}^{n}, \tag{5.15}
\end{equation*}
$$

where $V \in \partial\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}(w)$ is nonsingular and there is a positive constant $\hat{c}$ such that

$$
\begin{equation*}
\sup _{\substack{w \in \mathbb{B}\left(w^{*}, \delta\right) \\ V \in \partial\left(F_{k}\right)_{S_{4}^{n}}^{\text {an }}(w)}} \max \left\{\|V\|,\left\|V^{-1}\right\|\right\} \leq \hat{c} \tag{5.16}
\end{equation*}
$$

Letting $\tau \in\left(0, \bar{\tau}_{j_{m}}\right), h=p^{j_{m}}(\tau)-w^{j_{m}}$, and $V_{j_{m}} \in \partial\left[\left(F_{k}\right)_{S_{+}^{+}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right]$, we have that

$$
\begin{equation*}
V_{j_{m}}\left(p^{j_{m}}(\tau)-w^{j_{m}}\right)=\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(p^{j_{m}}(\tau)\right)-\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)-O\left(\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|^{2}\right) \tag{5.17}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\frac{\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}\left(p^{j_{m}}(\tau)\right)-V_{j_{m}}\left(p^{j_{m}}(\tau)-w^{j_{m}}\right)-\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}\left(w^{j_{m}}\right)\right\|}{\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|}=\frac{O\left(\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|^{2}\right)}{\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|} . \tag{5.18}
\end{equation*}
$$

So we can choose a positive $t_{*}$ small enough so that

$$
\begin{equation*}
\frac{o(t)}{t} \leq \frac{1-\gamma}{\hat{c}}, \quad \forall t \in\left(0, t_{*}\right] \tag{5.19}
\end{equation*}
$$

From the definition of $p^{j_{m}}$, we know that there exists a constant $\tau^{*} \in\left(0, \bar{\tau}_{j_{m}}\right]$ small enough so that $\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\| \leq t_{*}$, for all $\tau \in\left(0, \tau^{*}\right]$, which implies that

$$
\begin{equation*}
\frac{o\left(\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|\right)}{\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|} \leq \frac{1-\gamma}{\hat{c}}, \quad \forall \tau \in\left(0, \tau^{*}\right] . \tag{5.20}
\end{equation*}
$$

It follows from (5.16), (5.18), (5.19), and (5.20) that

$$
\begin{align*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(p^{j_{m}}(\tau)\right)\right\| \leq & \left\|V_{j_{m}}\left(p^{j_{m}}(\tau)-w^{j_{m}}\right)+\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right\| \\
& +\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\| \frac{o\left(\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|\right)}{\left\|p^{j_{m}}(\tau)-w^{j_{m}}\right\|}  \tag{5.21}\\
\leq & (1-\tau)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right\|+\tau\left\|V_{j_{m}}^{-1}\right\|\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right\| \frac{1-\gamma}{\hat{c}} \\
\leq & (1-\tau \gamma)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right\|, \quad \forall \tau \in\left(0, \tau^{*}\right] .
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(p^{j_{m}}(\tau)\right)\right\| \leq(1-\tau \gamma)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{j_{m}}\right)\right\|, \quad \forall \tau \in\left(0, \tau^{*}\right] . \tag{5.22}
\end{equation*}
$$

By the definition of the step-size $\tau_{j_{m}}$, it follows that there exists $\xi \in\left(0, \tau^{*}\right)$ such that $\tau_{j_{m}} \geq$ $\xi$ for all $j_{m}$. Indeed, if no such $\xi$ exists, then $\left\{\tau_{j_{m}}\right\}$ converges to zero. This implies that the sequence of integers $\left\{i_{j_{m}}\right\}$ is unbounded. Consequently, by the definition of $i_{j_{m}}$, we have, for all $j_{m}$ sufficiently large,

$$
\begin{equation*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(p^{k}\left(\rho^{i_{j_{m}}-1} \bar{\tau}_{k}\right)\right)\right\|>\left(1-\gamma \rho^{i_{j_{m}}-1} \bar{\tau}_{k}\right)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}\left(w^{k}\right)\right\| ; \tag{5.23}
\end{equation*}
$$

but this contradicts (5.22) with $\tau \equiv \rho^{i_{j_{m}-1}} \bar{\tau}_{j_{m}}$. Consequently, the desired $\xi$ exists. The inequality (5.22) implies that

$$
\begin{equation*}
\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}\left(w^{j_{m+1}}\right)\right\| \leq\left(1-\tau_{j_{m}} \gamma\right)\left\|\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}\left(w^{j_{m}}\right)\right\| . \tag{5.24}
\end{equation*}
$$

Passing to the limit $m \rightarrow \infty$, we deduce a contradiction because $\lim _{m \rightarrow \infty}\left\|\left(F_{k}\right)_{S_{+}^{2}}^{\text {nat }}\left(w^{j_{m}}\right)\right\| \geq$ $\eta>0$ and the sequence $\left\{\tau_{j_{m}}\right\}$ is bounded away from zero. This yields that $\left(F_{k}\right)_{S_{+}^{2}}^{\text {nat }}\left(w^{*}\right)=0$. This completes the proof.

Remark 5.4. As stated above, Algorithm 5.2 generates a sequence converging to the zero point of $\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}$, Step 3 in Algorithm 4.5 is implementable. Obviously, Algorithm 5.2 stops within a finite number of iterations at a $w^{k}$ such that (5.10) holds.

Example 5.5. Assume that there exists a positive constant $\bar{c}$ such that

$$
\begin{equation*}
\sup _{w \in S_{+}^{n}} \sup _{V \in \partial \prod_{S_{\uparrow}^{n}}\left(x^{k}-c_{k}\left(F(w)+G\left(x^{k}\right)\right)\right)}\|V J F(w)\| \leq \bar{c} . \tag{5.25}
\end{equation*}
$$

Let $c_{k} \in(0,1 / \bar{c})$. Suppose that $M(A w, B w)=w$, for all $w \in S_{+}^{n}$ and $F$ is Lipschitz-continuous and strongly monotone. We have $\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}(w)=w-\prod_{S_{+}^{n}}\left(x^{k}-c_{k}\left(F(w)+G\left(x^{k}\right)\right)\right)$, for all $w \in S_{+}^{n}$. Then $\partial\left[\left(F_{k}\right)_{S_{+}^{n}}^{\mathrm{nat}}(w)\right] \subset\left\{I-c_{k} V J F(w) \mid V \in \partial \prod_{S_{+}^{n}}\left(x^{k}-c_{k}\left(F(w)+G\left(x^{k}\right)\right)\right)\right\}$, for all $w \in S_{+}^{n}$. We easily get that every matrix in $\partial\left[\left(F_{k}\right)_{S_{+}^{n}}^{\text {nat }}(w)\right]$ is nonsingular for all $w \in S_{+}^{n}$. It follows from Theorem 5.3 that every accumulation point of $\left\{w^{k}\right\}$ generated by Algorithm 5.2 is the zero point of $\left(F_{k}\right)_{S_{+}^{+}}^{\mathrm{nat}}$.

At first sight, the $M$-monotonicity of $T=F+\mathcal{N}\left(\cdot, S_{+}^{n}\right)$ seems having little use because the algorithm based on maximal monotonicity can also solve the $V I\left(S_{+}^{n}, F+G\right)$ directly. However, we will see that in some practical cases the variational inequality using Algorithm 4.5, which is based on $M$-monotone operator, is actually much simpler to solve and easier to analyze than using algorithm based on maximal monotone map. We illustrate this by the following example.

Example 5.6. Let $F: S_{+}^{n} \rightarrow S^{n}$ be defined by

$$
\begin{equation*}
F(x)=S(x)+\frac{1}{16} x, \quad G(x)=\frac{1}{8} x \quad \forall x \in S_{+}^{n}, \tag{5.26}
\end{equation*}
$$

where $S: S_{+}^{n} \rightarrow S^{n}$ is $s$-Lipschitz-continuous and monotone with $\langle S(x), x\rangle \geq-\infty$.

We have $F$ is $(s+(1 / 16))$-Lipschitz-continuous, (1/16)-strongly monotone, and $G$ is (1/8)-Lipschitz-continuous.

Now, we take $M(A x, B x)=A x+B x$, where $A x=\left(1+\left(c_{k} / 16\right)\right) x$ and $B x=-c_{k} S(x)-$ $\left(c_{k} / 8\right) x$ for all $x \in S^{n}$ and $0<c_{k}<16$. Then, we can easily prove that $M(\cdot, \cdot)$ is Lipschitzcontinuous with first and second arguments, $M(A, B)$ is bounded and semicontinuous; and $A$ and $B$ are both Lipschitz-continuous. It is also easy to see that

$$
\begin{equation*}
\lim _{\|x\| \rightarrow \infty} \frac{\langle M(A x, B x), x\rangle}{\|x\|}=\lim _{\|x\| \rightarrow \infty} \frac{\left\langle-c_{k} S(x)+\left(1-\left(c_{k} / 16\right)\right) x, x\right\rangle}{\|x\|}=+\infty, \tag{5.27}
\end{equation*}
$$

which implies that $M(A, B)$ is coercive. Also, we can deduce that $M(A, B)$ is $\left(1+\left(c_{k} / 16\right)\right)$ strongly monotone with respect to $A$ and $c_{k}(s+(1 / 8))$-relaxed monotone with respect to $B$ and $\left(1+\left(c_{k} / 16\right)\right)>c_{k}(s+(1 / 8))$, if we let $s<\left(1 / c_{k}\right)-(1 / 16)$. Also, we can prove that $G$ is strongly monotone with respect to $M(A, B)$.

We choose $x^{0} \in S_{+}^{n},\left\{\varepsilon_{k}\right\},\left\{c_{k}\right\}$, and $\left\{\rho_{k}\right\}$ satisfying Theorem 4.6 and compute $\left\{w^{k}\right\}$ by the residual rule

$$
\begin{align*}
\left\|\left(F_{k}\right)_{S_{+}}^{\mathrm{nat}}\left(w^{k}\right)\right\| & =\left\|w^{k}-\prod_{S_{+}^{n}}\left(w^{k}-M\left(A w^{k}, B w^{k}\right)+M\left(A x_{k}, B x_{k}\right)-c_{k}\left(F\left(w^{k}\right)+G\left(x_{k}\right)\right)\right)\right\| \\
& =\left\|w^{k}-\prod_{S_{+}^{n}}\left(-c_{k} S\left(x_{k}\right)+\left(1-3 \frac{c_{k}}{16}\right) x_{k}\right)\right\| \\
& \leq \frac{\eta(k)}{1+L^{\prime}(k)} \varepsilon_{k}, \tag{5.28}
\end{align*}
$$

that is, $w^{k}$ can be computed as follows:

$$
\begin{equation*}
\left\|w^{k}-\prod_{S_{+}^{n}}\left(-c_{k} S\left(x_{k}\right)+\left(1-3 \frac{c_{k}}{16}\right) x_{k}\right)\right\| \leq \frac{\eta(k)}{1+L^{\prime}(k)} \varepsilon_{k} . \tag{5.29}
\end{equation*}
$$

It follows from Theorem 4.6 that the sequence $\left\{x_{k}\right\}$ generated by Algorithm 4.5 converges to a solution of

$$
\begin{equation*}
\left\langle S(x)+\frac{1}{16} x+\frac{1}{8} x, y-x\right\rangle \geq 0, \quad \forall y \in S_{+}^{n} . \tag{5.30}
\end{equation*}
$$

Note that the core of proximal point algorithm is the calculation of $w^{k}$. As we have seen, if we use [10, Algorithm 12.3.8], which is based on the maximal monotonicity of $T=$ $F+\mathcal{N}\left(\cdot, S_{+}^{n}\right), w^{k}$ will be computed as

$$
\begin{equation*}
\left\|w^{k}-\prod_{S_{+}^{n}}\left(x_{k}-c_{k} S\left(w^{k}\right)-\frac{c_{k}}{8} x^{k}\right)\right\| \leq \frac{\eta(k)}{1+L^{\prime}(k)} \varepsilon_{k}, \tag{5.31}
\end{equation*}
$$

which is more complicated to solve than (5.29). This example verifies the above comments.
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