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New existence and comparison results are proved for fixed points of increasing operators
and for common fixed points of operator families in partially ordered sets. These results
are then applied to derive existence and comparison results for invariant measures of
Markov processes in a partially ordered Polish space.

1. Introduction

A. Tarski proved in his fundamental paper [18] that the set Fix(G) of fixed points of any
increasing self-mappingG of a complete lattice is also a complete lattice. Davis completed
this work by showing in [3] that a lattice is complete if each of its increasing self-mappings
has a fixed point. As a generalization of this result Markowsky proved in [16] that each
self-mapping G of a partially ordered set (poset) X has the least fixed point if and only if
each chain of X , also the empty chain, has the supremum, and that in such a case each
chain of Fix(G) has the supremum in Fix(G) (see also [2]).

In [9, 10] it is shown that if G : X → X is increasing, if nonempty well-ordered (w.o.)
and inversely well-ordered (i.w.o.) subsets of G[X] have supremums and infimums in X ,
and if for some c ∈ X either supremums or infimums of {c,x} exist for each x ∈ X , then
G has maximal or minimal fixed points, and least or greatest fixed points in certain order
intervals of X . Applications of these results to operator equations, as well as various types
of explicit and implicit differential equations are presented, for example, in [1, 8, 9, 10].
To meet the demands of our applications to Markov processes we will prove in Section 2
similar fixed point results when the existence of supremums or infimums of {c,x}, x ∈ X ,
is replaced by weaker hypotheses. Results on the structure of the fixed point set are also
derived. The proofs are based on a recursion principle introduced in [11].

In [18] existence of common fixed points is also proved for commutative families of
increasing self-mappings of a complete lattice X . As for generalizations of these results,
see, for example [4, 16, 19]. In Section 3 we derive existence results for common fixed
points of a family of mappingsGt : X → X , t ∈ S, where S is a nonempty set, in cases when
for some t0 ∈ S results of Section 2 are applicable to G= Gt0 , when (i) GtGt0 = Gt0Gt for
each t ∈ S, and when (ii) either Gt0x ≤ Gtx or Gtx ≤ Gt0x for all t ∈ S and x ∈ X . For
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instance, if X is a closed ball in Rm, ordered coordinatewise, a family {Gt}t∈S has a com-
mon fixed point if Gt0 is increasing and satisfies (i) and (ii) (cf. Example 3.4). The results
of Section 2 can also be applied to prove the existence of increasing selectors for fixed
points of an increasing family of increasing mappings (cf. Remarks 3.3 and Example 3.4).

The obtained results are then applied in Section 4 to prove existence and comparison
results for invariant measures of Markov processes in a partially ordered Polish space E.
Such results have applications in ergodic theory, in economics and in statistics (see, e.g.,
[13, 17, 20]). No compactness hypotheses are imposed on E.

Examples are given to demonstrate the obtained results. For instance, the example of
Subsection 4.4 is constructed to justify the need of the new fixed point results derived in
Section 2.

2. Fixed point results

In this section X = (X ,≤) is a poset. Recall that a subset C of X is well-ordered (respec-
tively inversely well-ordered) if each nonempty subset ofC has the least (respectively great-
est) element.

When a,b ∈ X , a≤ b, we denote

[a)= {x ∈ X | a≤ x}, (a]= {x ∈ X | x ≤ a}, [a,b]= {x ∈ X | a≤ x ≤ b}.
(2.1)

Given a subset Y of X we say that a mapping G : X → X is increasing in Y if Gx ≤ Gy
whenever x, y ∈ Y and x ≤ y. We say that x ∈ Y is the least fixed point of G in Y if x =Gx,
and if x ≤ y whenever y ∈ Y and y = Gy. The greatest fixed point of G in Y is defined
similarly, by reversing the inequality. A fixed point x ofG is calledmaximal if x = y when-
ever y =Gy and x ≤ y, andminimal if y =Gy and y ≤ x imply x = y.

A nonempty subset Y of X is called relatively well-order complete if each nonempty
w.o. or i.w.o. subset of Y has supremums and infimums in X . If these supremums and
infimums belong to Y , we say that Y is well-order complete. Denote

Y+ =
{
y ∈ X | y = supW for some w.o. subsetW of Y

}
,

Y− =
{
y ∈ X | y = infW for some i.w.o. subsetW of Y

}
.

(2.2)

If there exists a c ∈ X and an increasing mapping f c : Y → X such that f c(y) is an upper
bound of {c, y} for all y ∈ Y , we say that f c is an up-map of Y . If there exists a c ∈ X and
an increasing mapping fc : Y → X such that fc(y) is a lower bound of {c, y} for all y ∈ Y ,
we say that fc is a down-map of Y .

For instance, if sup{c,x} exists for each x ∈ Y , the mapping f c(y) = sup{c, y} is an
up-map of Y . Similarly, fc(y)= inf{c, y} is a down-map of Y if inf{c,x} exists for each
x ∈ Y . If c is a lower bound of Y in X , then f c(y) ≡ y is an up-map of Y , and if c is an
upper bound of Y in X , then fc(y)≡ y is a down-map of Y .

A basis to our considerations is the following recursion principle. (Cf. [11, Lemma
1.1.1].)
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Lemma 2.1. Given a set � of subsets of X containing the empty set ∅, and a mapping
� : �→ X , there is a unique well-ordered subset C of X with property
(A) x ∈ C if and only if x =�(C<x), where C<x = {y ∈ C | y < x}.

If �(C) is defined, it is not a strict upper bound of C.

As an application of Lemma 2.1 we prove the following auxiliary result.

Lemma 2.2. Assume that G : X → X is an increasing mapping.
(a) If all nonempty w.o. subsets of G[X] have supremums, and if G[X]+ has an up-map

f c, then equation x = f c(Gx) has the least solution x, and

x =min
{
x ∈ X | f c(Gx)≤ x

}
. (2.3)

(b) If all nonempty i.w.o. subsets of G[X] have infimums, and if G[X]− has a down-map
fc, then equation x = fc(Gx) has the greatest solution x, and

x =max
{
x ∈ X | x ≤ fc(Gx)

}
. (2.4)

Moreover, both x and x are increasing with respect to G.

Proof. (a) Let f c :G[X]+→ X be an up-map of G[X]+, and let � denote the family of all
well-ordered subsets of X . LetW ∈� \∅ be given. To prove that G[W] is well-ordered,
let B be a nonempty subset of G[W]. Then A= {x ∈W | Gx ∈ B} is a nonempty subset
ofW . BecauseW is well-ordered, then x0 =minA exists. If y ∈ B, then y =Gx for some
x ∈ A. Thus x0 ≤ x, whence Gx0 ≤ Gx = y because G is increasing. Consequently, Gx0
is the least element of B. This implies, by definition, that G[W] is well-ordered. Thus
supG[W] exists, by a hypothesis.

The above result guarantees that we can define a mapping � : �→ X by

�(∅)= c, �(W)= f c
(
supG[W]

)
, W ∈� \∅. (2.5)

According to this definition condition (A) of Lemma 2.1 can be rewritten in the following
form:

c =minC, c < x ∈ C iff x = f c
(
supG

[
C<x

])
. (2.6)

By Lemma 2.1 there exists only one well-ordered setC inX satisfying (2.6). It is nonempty
because c ∈ C. Since G is increasing, then G[C] is a nonempty well-ordered subset of
G[X]. Thus supG[C] exists and belongs to G[X]+, whence �(C) = f c(supG[C]) is de-
fined. Since f c is increasing, it follows from (2.6) that �(C) is an upper bound of C. This
result and the last conclusion of Lemma 2.1 imply that x := �(C) =maxC. Since G is
increasing, then Gx =maxG[C] = supG[C], whence x =�(C) = f c(Gx), that is, x = x
is a solution of equation x = f c(Gx).

To prove that (2.3) holds, assume that y ∈ X and f c(Gy) ≤ y. Since f c(Gy) is, by
definition, an upper bound of {c,Gy}, then minC = c ≤ f c(Gy)≤ y. If c < x ∈ C, and if
y is an upper bound ofC<x, thenGy is an upper bound ofG[C<x]. Thus supG[C<x]≤Gy,
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whence x = f c(supG[C<x])≤ f c(Gy)≤ y. Consequently, by transfinite induction, x ≤ y
for each x ∈ C, that is, x =maxC ≤ y. This result implies that (2.3) holds, and that x = x
is the least solution of equation x = f c(Gx).

The proof of (b) is dual to the above one, and the last conclusion of Lemma is a con-
sequence of (2.3) and (2.4). �

Applying Lemma 2.2 we obtain existence and comparison results for fixed points of an
increasing mapping G : X → X if one of the following hypotheses holds.
(Ga) G[X] has a lower bound, and nonempty w.o. subsets of G[X] have supremums

in X .
(Gb) G[X] has an upper bound, and nonempty i.w.o. subsets of G[X] have infimums

in X .

Corollary 2.3. Let G : X → X be increasing.
(a) If (Ga) holds, then G has the least fixed point which is increasing with respect to G.
(b) If (Gb) holds, then G has the greatest fixed point which is increasing with respect to G.

Proof. Assume that (Ga) holds, and let c ∈ X be a lower bound of G[X]. Then f c(y)≡ y
is an up-map of G[X]+, and equation x = f c(Gx) is reduced to the fixed point equation
x = Gx. The first conclusion of (a) follows then from Lemma 2.2(a). Similarly, the first
conclusion of (b) follows from Lemma 2.2(b), and the last conclusions of (a) and (b)
follow from the last conclusion of Lemma 2.2. �

The next result is a consequence of Lemma 2.2 and Corollary 2.3.

Theorem 2.4. Assume that G : X → X is increasing, that G[X] is relatively well-order com-
plete, and that G[X]+ has an up-map f c. Then

(a) G has the greatest fixed point x∗ in (x], where x =min{x ∈ X | x = f c(Gx)};
(b) x and x∗ are increasing with respect to G.

Proof. The given hypotheses ensure by Lemma 2.2 that the least solution x of equation
x = f c(Gx) exists, and that x is increasing with respect to G. Since G is increasing and
Gx ≤ f c(Gx) = x, then x is an upper bound of G[(x]], whence Corollary 2.3, with X =
(x], implies that G has the greatest fixed point x∗ in (x], and that x∗ is increasing with
respect to G. �

The following result is a dual to Theorem 2.4.

Proposition 2.5. Assume that G : X → X is increasing, that G[X] is relatively well-order
complete, and that G[X]− has a down-map fc. Then

(a) G has the least fixed point x∗ in [x), where x =max{x ∈ X | x = fc(Gx)};
(b) x∗ and x are increasing with respect to G.

The next result gives some information on the structure of the fixed point set Fix(G).

Proposition 2.6. If the hypotheses of Theorem 2.4 or Proposition 2.5 hold, then Fix(G) is
well-order complete. In particular, G has minimal and maximal fixed points.

Proof. Both Theorem 2.4 and Proposition 2.5 imply that Fix(G) is nonempty. LetW be a
nonempty well-ordered subset of Fix(G). SinceG[W]=W is nonempty and well-ordered
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subset of G[X], which is relatively well-order complete, then x0 = supW exists in X . Be-
cause x ≤ x0 for each x ∈W andG is increasing, then x =Gx ≤Gx0 for each x ∈W . Thus
Gx0 is an upper bound ofW , and since x0 = supW , then x0 ≤ Gx0. Thus G, restricted to
[x0), satisfies the hypothesis (Ga), whence G has by Corollary 2.3(a) the least fixed point
x1 in [x0). Obviously, x1 is the least upper bound ofW in Fix(G).

The fact that each nonempty i.w.o. subset of Fix(G) has the greatest lower bound in
Fix(G) follows similarly from Corollary 2.3(b). Thus Fix(G) is well-order complete.

Since each nonempty well-ordered subset of Fix(G) has an upper bound in Fix(G), it
follows from the version of Zorn’s Lemma due to Bourbaki (cf., e.g., [11, page 6]) that
Fix(G) has a maximal element, which is a maximal fixed point of G. The dual reasoning
shows that G has a minimal fixed point. �

As a consequence of Theorem 2.4 and Propositions 2.5 and 2.6 we obtain the following
fixed point results, which generalize those of [10, Theorem 2.1 and Proposition 2.3].

Corollary 2.7. Let G : X → X be an increasing mapping whose range is relatively well-
order complete, and assume that c ∈ X .

(a) If sup{c,x} exist for all x ∈G[X]+, then Fix(G) is well-order complete,G has minimal
and maximal fixed points, and the greatest fixed point x∗ in (x], where x is the least
solution of equation x = sup{c,Gx}.

(b) If inf{c,x} exist for all x ∈G[X]−, then Fix(G) is well-order complete,G has minimal
and maximal fixed points, and the least fixed point x∗ in [x), where x is the greatest
solution of equation x = inf{c,Gx}.

(c) x∗, x∗, x and x are increasing with respect to G.

Proof. The hypotheses of Theorem 2.4 and Proposition 2.5 hold when f c(y)= sup{c, y},
y ∈G[X]+ in (a) and fc(y)= inf{c, y}, y ∈G[X]− in (b). �

Example 2.8. Let l1 be the space of all absolutely summable real sequences, ordered by
(xn)∞n=0 ≤ (yn)∞n=0 if and only if xn ≤ yn for each n∈N, and

Y =
{
(xn)∞n=0 ∈ l1 |

∞∑
n=0

∣∣xn∣∣≤ 1

}
. (2.7)

Show that the results of Corollary 2.7 hold for each increasing mapping G : X → X for
which G[X]⊆ Y ⊆ X ⊆ l1.

Solution. Assume that G : X → X is increasing, and that G[X] ⊆ Y ⊆ X ⊆ l1. It is well-
known (cf., e.g., [11, Corollary 5.8.6]) that all nonempty w.o. and i.w.o. subsets of Y have
supremums and infimums in X . Thus G[X] is relatively well-order complete. Moreover,
choosing c = (0)∞n=0, it is easy to see that both sup{c,x} and inf{c,x} exist for all x ∈ Y .
Since G[X]− ∪G[X]+ ⊆ Y , then G satisfies the hypotheses of Corollary 2.7. �

Example 2.9. Let l∞ denote the space of all bounded real sequences, ordered as l1 in
Example 2.8. Denote Y = {(xn)∞n=0 ∈ l∞ | supn∈N |xn| ≤ 1}. Show that each increasing
mapping G : X → X for which G[X]⊆ Y ⊆ X ⊆ l∞ has least and greatest fixed points.
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Solution. The constant sequences (−1)∞n=0 and (1)∞n=0 are least and greatest elements of Y ,
whence they are lower and upper bounds of G[X]. Moreover, as in Example 2.8, one can
show that G[X] is relatively well-order complete. Thus the hypotheses of Corollary 2.3
hold. �

Remarks 2.10. Formula (2.6) is reduced to the generalized iteration method (I) intro-
duced in [11, Theorem 1.1.1] when f c(y) ≡ y. In particular, Corollary 2.3(a) is a spe-
cial case of [11, Theorem 1.2.1], and Corollary 2.3(b) is a special cases of [11, Proposi-
tion 1.2.1].

It can be shown that the first elements of the well-ordered subset C which satisfies
(2.6) are the following iterations: x0 = c, xn+1 = f c(Gxn), n= 0,1, . . . , as long as xn+1 ex-
ists and xn < xn+1. If xn+1 = xn, then x = xn. If (xn)∞n=0 is strictly increasing, then xω =
f c(sup{Gxn}n∈N) is the next element of C. Choosing x0 = xω above we obtain the next
possible elements of C, and so on.

Similarly, it is easy to show that ifG[X] in Theorem 2.4 and in Proposition 2.5 is finite,
the fixed points x∗ and x∗ of G are the last elements of the finite sequences determined
by the following algorithms:

(i) x0 = c. For n from 0 while xn 
=Gxn, xn+1 =Gxn if Gxn < xn else xn+1 = f c(Gxn).
(ii) x0 = c−. For n from 0 while xn 
=Gxn, xn+1 =Gxn if Gxn > xn else xn+1 = fc(Gxn).
Compared to results of [6], no sequencibility hypotheses are needed in the proof of

Proposition 2.6. Propositions 2.1 and 2.2 of [10] could also have been used to prove the
existence of maximal and minimal fixed points of G in Proposition 2.6.

3. On common fixed points of mapping families

In this section we apply results of Section 2 to derive existence results for common fixed
points of a family of mappings Gt : X → X , t ∈ S, where X is a poset and S is a nonempty
set. By a common fixed point of {Gt}t∈S wemean a point x ∈ X for whichGtx = x for each
t ∈ S. Least, greatest, minimal and maximal common fixed points are defined as in the
case of a single operator. We assume that for a fixed t0 ∈ S
(G0) GtGt0 =Gt0Gt for all t ∈ S,

and that one of the following hypotheses is valid.
(G1) Gtx ≤Gt0x for all t ∈ S and x ∈ X .
(G2) Gt0x ≤Gtx for all t ∈ S and x ∈ X .
As an application of Proposition 2.6 we prove the following existence result for the

existence of common fixed points of the operator family {Gt}t∈S.
Theorem 3.1. Assume that (G0) holds, that Gt0 is increasing, that Gt0 [X] is relatively well-
order complete, and that Gt0 [X]+ has an up-map or Gt0 [X]− has a down-map.

(a) If (G1) holds, the family {Gt}t∈S has a minimal common fixed point.
(b) If (G2) holds, the family {Gt}t∈S has a maximal common fixed point.

Proof. (a) The hypotheses assumed for Gt0 imply by Proposition 2.6 that Gt0 has a min-
imal fixed point x−. Applying this result and the hypothesis (G0) we see that Gt0Gtx− =
GtGt0x− = Gtx−. Thus each Gtx− is also a fixed point of Gt0 . Hence, if (G1) holds, then
Gtx− ≤Gt0x− = x− for all t ∈ S. Since x− is a minimal fixed point of Gt0 , then Gtx− = x−,
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whence x− is a common fixed point of {Gt}t∈S. To prove that x− is minimal, assume that
x is a common fixed point of {Gt}t∈S, and that x ≤ x−. Then x is a fixed point of Gt0 and
x− is its minimal fixed point, so that x = x−. Thus x− is a minimal common fixed point
of {Gt}t∈S.

(b) The result of (b) is similar consequence of Proposition 2.6. �

The next result is a consequence of Corollary 2.3.

Theorem 3.2. (a) If (G0) and (G1) hold, if Gt0 is increasing, and if (Ga) holds for G=Gt0 ,
then {Gt}t∈S has the least common fixed point, and it is increasing with respect to Gt0 .

(b) If (G0) and (G2) hold, if Gt0 is increasing, and if (Gb) holds for G=Gt0 , then {Gt}t∈S
has the greatest common fixed point, and it is increasing with respect to Gt0 .

Proof. (a) The hypotheses (Ga) given for G= Gt0 imply by Corollary 2.3 that Gt0 has the
least fixed point x∗, and it is increasing with respect toGt0 . This result and the hypotheses
(G0) and (G1) imply that Gtx∗ is a fixed point of Gt0 and Gtx∗ ≤ Gt0x∗ = x∗ for each
t ∈ S. Since x∗ is the least fixed point of Gt0 , then Gtx∗ = x∗, whence x∗ is a common
fixed point of {Gt}t∈S. If x is a common fixed point of {Gt}t∈S, then x is a fixed point
of Gt0 , and x∗ is its least fixed point, whence x∗ ≤ x. Thus x∗ is the least common fixed
point of {Gt}t∈S.

The proof of (b) is similar to the above one. �

Remarks 3.3. The phrase: “increasing with respect to G” of a least (greatest) fixed point
x∗ (x∗) of G : X → X in some order interval means that if G̃ : X → X satisfies the same
hypotheses as G, and if Gx ≤ G̃x for all x ∈ X , then x ≤ x̃∗ (x∗ ≤ x̃∗), where x̃∗ (x̃∗)
denotes the corresponding least (greatest) fixed point of G̃. In particular, the results of
Section 2 can be applied to find increasing selectors for fixed points of increasing families
of increasing mappings, as demonstrated in the last part of the next example. The first
part of it proves a result stated in the Introduction.

Example 3.4. When c = (c1, . . . ,cm)∈Rm and R∈ (0,∞), the space

X =
{
x = (x1, . . . ,xm)∈Rm |

m∑
i=1

(
xi− ci

)2 ≤ R2

}
, (3.1)

ordered coordinatewise, is well-order complete. The center c = (c1, . . . ,cm) ofX is an order
center of X , that is, sup{c,x} and inf{c,x} belong to X for each x ∈ C. Hence, if {Gt}t∈S
satisfies (G0) and (G1), (respectively (G0) and (G2)), and if Gt0 is increasing, it follows
from Theorem 3.1 that {Gt}t∈S has a minimal (respectively a maximal) common fixed
point. Moreover, if S is a poset if G : X × S→ X is increasing with respect to the product
ordering of X × S, it follows from Corollary 2.7 that Gt = G(·, t) has the greatest fixed
point x∗t in (xt], where xt =min{x ∈ X | x = sup{c,Gtx}}, and that the mapping t→ x∗t
is increasing.

4. Applications toMarkov processes

4.1. Preliminaries. Let E = (E,d,≤) be a partially ordered (p.o.) Polish space, that is, a
complete and separable metric space equipped with a partial ordering ≤, which is closed
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in the sense that if xn→ x, yn→ y and xn ≤ yn for each n, then x ≤ y. For instance, closed
subsets of separable ordered Banach spaces are p.o. Polish spaces. Let � be a family of all
Borel subsets of E, and let � denote the space of probability measures on E, that is, the
space of all countably additive functions p : �→ [0,1] for which p(E)= 1.

We say that a sequence (pn) of � converges weakly to p ∈� if limn→∞
∫
E f (x)pn(dx)=∫

E f (x)p(dx) for each bounded and continuous function f : E→R.
In view of [5, Theorem 11.3.3] the weak convergence is equivalent to the convergence

in the Prohorov metric ρ on � defined by

ρ(p,q) := inf
{
ε > 0 | p(A)≤ q

({
x ∈ E | d(x,A) < ε})+ ε∀A∈�

}
, p,q ∈�.

(4.1)

This result and [14, Theorem 2] imply that relation: p � q if and only if p(A)≤ q(A) for
each A∈� which is increasing, that is, y ∈ A whenever x ∈A and x ≤ y, defines a closed
partial ordering on (�,ρ).

Lemma 4.1. Let B be a nonempty closed set in E, and � := {p ∈� | p(B)= 1}.
(a) If increasing sequences of B converge, then each nonempty w.o. subsetW of � contains

an increasing sequence which converges to supW .
(b) If decreasing sequences of B converge, then each nonempty i.w.o. subset W of � con-

tains a decreasing sequence which converges to infW .
(c) If monotone sequences of B converge, then � is relatively well-order complete in �.
(d) � is a closed subset of (�,ρ).

Proof. (a) Assume that each increasing sequence of B converges, and let (pn)∞n=0 be an in-
creasing sequence in �. By [15, Proposition 4] there exists an a.s. increasing sequence
{Yn | n ∈ N} of B-valued random variables, defined on a common probability space
(Ω,µ) such that µ(Y−1n (A))= pn(A) for all n∈N and A∈�. Since increasing sequences
of B converge, then (Yn)∞n=0 converges a.s. in Ω, and the limit is by [5, Theorem 4.2.2] a
random variable on (Ω,µ). Thus, by [15, Theorem 6] the sequence (pn)∞n=0 converges
weakly, and hence in (�,ρ). The assertion of (a) follows then from [11, Proposition
1.1.5].

The proof in the case (b) is dual to the above one, and (c) follows from (a) and (b).
(d) If (pn)∞n=0 is a sequence in � which converges to p in (�,ρ), then pn→ p weakly by

[5, Theorem 11.3.3]. Thus, by [5, Theorem 11.1.1], p(B)≥ limsupn→∞ pn(B)= 1, whence
p ∈�. This result implies that � is a closed subset of (�,ρ). �

4.2. Existence results for invariant measures of a Markov process. Let S = (S,+) be a
commutative groupoid. For instance, S can be a set of all nonnegative or positive real
numbers, rational numbers or integers. Following the terminology adopted in [20] we
say that a mapping P : S× E×�→ [0,1], called a transition function, defines a Markov
process P(t,x,A) on the phase space (E,�) if the following conditions hold:

(i) P(t,·,A) is a �-measurable function on E for all fixed t ∈ S and A∈�.
(ii) P(t,x,·)∈� for all fixed t ∈ S and x ∈ E.
(iii) P(t+ s,x,A)= ∫E P(s, y,A)P(t,x,dy) for all fixed t,s∈ S, x ∈ E and A∈�.
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We say that p ∈� is an invariant measure of P(t,x,A) if

p(A)=
∫
E
P(t,x,A)p(dx) ∀t ∈ S, A∈�. (4.2)

Conditions (i) and (ii) ensure that the equation

Gt p(A)=
∫
E
P(t,x,A)p(dx), A∈�, (4.3)

defines for each t ∈ S a mapping Gt : � →�. Thus p ∈� is an invariant measure of
P(t,x,A) if and only if p is a common fixed point of the operators Gt, t ∈ S. As an easy
consequence of the Chapman-Kolmogorov equation (iii) and the definition (4.3) of Gt we
obtain the following result.

Lemma 4.2. The operators Gt, t ∈ S commute, that is, GtGs =GsGt for all t,s∈ S.

Results of Section 3 and Subsection 4.1 will now be applied to derive existence results
for extremal invariant measures of a Markov process P(t,x,A).

Theorem 4.3. Assume there exists a t0 ∈ S such that
(P0) x ≤ y in E implies P(t0,x,·)� P(t0, y,·) in �;
(P1) P(t,x,·)� P(t0,x,·) for all t ∈ S and x ∈ E;
(P2) there exists a closed subset B of E whose monotone sequences converge such that

P(t0,x,B)= 1 for each x ∈ E.
If B in (P2) has a lower bound in E, then P(t,x,A) has the least invariant measure, and it is
increasing with respect to P.

Proof. It suffices to show that the family of the operators Gt : �→�, t ∈ S, defined by
(4.3) satisfies the hypotheses of Theorem 3.2. The hypothesis (G0) holds by Lemma 4.2,
(P1) implies that the hypothesis (G1) is valid, and Gt0 is increasing by (P0) (cf. [13]).
The hypothesis (P2) implies that Gt0 p(B)= 1 for each p ∈�, whence Gt0 [�] is relatively
well-order complete by Lemma 4.1. If B has a lower bound a∈ E, then relation

p(A)=

1 if a∈ A,

0 otherwise ,
A∈�, (4.4)

defines a lower bound of Gt0 [�]. Thus also the hypothesis (Ga) holds, whence the fam-
ily {Gt}t∈S has by Theorem 3.2 the least common fixed point p∗. This result, (4.2) and
(4.3) imply that p∗ is the least invariant measure of P(t,x,A). Moreover, it follows from
Theorem 3.2 that p∗ is increasing with respect to Gt0 , and hence also to P by (4.3). �

The next result is the dual to that of Theorem 4.3, and it is a consequence of Theorem
3.2(b).

Proposition 4.4. If the hypothesis (P1) is replaced in Theorem 4.3 by
(P3) P(t0,x,·)� P(t,x,·) for all t ∈ S and x ∈ E,
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and if B in (P2) has an upper bound in E, then P(t,x,A) has the greatest invariant measure,
and it is increasing with respect to P.

The next result is an application of Theorem 3.1 and Lemma 4.1,

Theorem 4.5. Assume there exists a t0 ∈ S such that the hypotheses (P0) and (P2) hold,
and that the set � = {p ∈� | p(B) = 1}, where B is given by (P2), has an up-map or a
down-map. Then P(t,x,A) has

(a) a minimal invariant measure if (P1) holds;
(b) a maximal invariant measure if (P3) holds.

Proof. (a) The hypothesis (P0) implies that Gt0 is increasing. Since B in (P2) is closed,
and since Gt0 [�]⊆� by (P2), it follows from Lemma 4.1 that Gt0 [�] is relatively well-
order complete, and that � contains both Gt0 [�]+ and Gt0 [�]−. Thus an up-map of
� is also an up-map of Gt0 [�]+, and a down-map of � is a down-map of Gt0 [�]−.
The hypothesis (P1) implies that (G1) is valid for G = Gt0 , which thus satisfies all the
hypotheses of Theorem 3.1(a). Consequently, the family {Gt}t∈S has a minimal common
fixed point p−. In view of (4.2) and (4.3) p− is a minimal invariant measure of P(t,x,A).

(b) The given hypotheses and (P3) imply that the hypotheses of Theorem 3.1(b) hold,
which implies the assertion of (b). �

4.3. Special cases. In this subsection we consider the special case when the transition
function P : E×�→ [0,1] which defines a Markov process P(x,A) on (E,�) is indepen-
dent on the parameter t, and satisfies the following hypotheses.

(a) P(·,A) is a �-measurable function on E for all fixed A∈�.
(b) P(x,·)∈� for all fixed x ∈ E.

In this case (4.2) is reduced to the form

p(A)=
∫
E
P(x,A)p(dx), A∈�. (4.5)

Thus p ∈� is a invariant measure of P(x,A) if and only if p is a fixed point ofG : �→�,
defined by

Gp(A)=
∫
E
P(x,A)p(dx), A∈�. (4.6)

The hypotheses (P1) and (P2) are reduced to the following form.
(Pa) x ≤ y in E implies P(x,·)� P(y,·) in �.
(Pb) There exists a closed set B in E whose monotone sequences converge in E such

that P(x,B)= 1 for each x ∈ E.
As a special case of Theorem 4.3 and Proposition 4.4 we obtain the following.

Proposition 4.6. Let the hypotheses (Pa) and (Pb) hold.
(a) If B in (Pb) has a lower bound in E, then P(x,A) has the least invariant measure, and

it is increasing with respect to P.
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(b) If B in (Pb) has an upper bound in E, then P(x,A) has the greatest invariant measure,
and it is increasing with respect to P.

As a consequence of Proposition 4.6 we obtain the following result.

Corollary 4.7. LetH be a p.o. Polish space whose order-bounded and monotone sequences
converge, and assume that a closed subset E ofH contains an order interval [a,b] ofH . If the
transition function P of a Markov process P(x,A) on (E,�) satisfies the hypotheses (a), (b)
and (Pa), and if P(x, [a,b])= 1 for each x ∈ E, then P(x,A) has least and greatest invariant
measures, and they are increasing with respect to P.

Proof. [a,b] is a closed subset of E whose monotone sequences converge by assumption,
and [a,b] has least and greatest elements, so that the assertions follow from Proposition
4.6 when B = [a,b]. �

The next result is a consequence of Theorem 2.4 and Propositions 2.5 and 2.6.

Proposition 4.8. Let the hypotheses (Pa) and (Pb) hold, let B is as in (Pb), and denote
�= {p ∈� | p(B)= 1}.

(a) If � has an up-map, then P(x,A) has minimal andmaximal invariant measures, and
the greatest invariant measure p∗ in (p], where p=min{p | p= f c(

∫
E P(x,·)p(dx))}.

(b) If � has a down-map, then P(x,A) has minimal and maximal invariant measures,
and the least invariant measure p∗ in [p), where p=max{p|p= fc(

∫
E P(x,·)p(dx))}.

(c) p∗, p∗, p and p are increasing with respect to P.

Proof. (a) As in the proof of Theorem 4.5 it can be shown that G, defined by (4.6), satis-
fies the hypotheses of Theorem 2.4, whence the assertions follow from Theorem 2.4 and
Proposition 2.6.

The assertions of (b) are similar consequences of Propositions 2.5. and 2.6, and the
assertions of (c) follow from Theorem 2.4(b) and from Proposition 2.5(b). �

Remarks 4.9. In [13] the existence of an invariant measure of a Markov process P(x,A)
with property (Pa) is proved in the case when E is compact and has the least element. This
result follows, for example, from Proposition 4.6(a) when B = E, since in a compact par-
tially ordered Polish space all monotone sequences converge. This convergence property
holds also when E (or B) is a closed and order-bounded subset of an ordered separable
Banach space H whose order cone K is regular. E (or B) may be also norm-bounded if K
is fully regular. This holds, for instance, ifH is weakly sequentially complete and K is nor-
mal (cf. [7, Theorem 2.4.5]). In particular, ifH is infinite-dimensional, and if its subset E
contains an open set, then E is not compact, not even locally compact, as assumed in [20]
in the proof of the existence of an invariant measure. As for examples of such ordered
Banach spaces H see, for example, [7, Section 2], and [11, Section 5.8].

In [12] a number of existence results for invariant measures are derived for a Markov
process whose transition function has properties (a) and (b).

As remarked in [15, page 901], � is not in general a lattice under � even if E is a
lattice. The existence of an up-map or a down-map is assumed in Theorem 4.5 and in
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Proposition 4.8 to overcome this difficulty. This situation is demonstrated in the follow-
ing example.

4.4. An example. Assume that an Euclidean m-space Rm is ordered coordinatewise.
Given β,R∈ (0,∞) and (a1, . . . ,am)∈Rm, denote

B =
{(
x1, . . . ,xm

)∈Rm | ∣∣x1− a1
∣∣β + ···+∣∣xm− am

∣∣β ≤ Rβ
}
. (4.7)

Let � be the set of all probability measures on a closed subset E of Rm which contains
B. Assume that P(x,A) is a Markov process on (E,�) which satisfies the hypothesis (Pa),
and for which P(x,B)= 1 for each x ∈ E. The set B is closed and eachmonotone sequence
of B converges, whence the hypothesis (Pb) holds. Defining

c(A)=

1 if (a1, . . . ,am)∈A,

0 otherwise,
A∈�, (4.8)

we obtain an element c of �. For each p ∈�, denote by Fp the (cumulative) distribution
function of p, and let f c(p) and fc(p) be the probability measures on B whose distribu-
tion functions are

F f c(p)
(
x1, . . . ,xm

)=

Fp

(
x1, . . . ,xm

)
if xi ≥ ai, i= 1, . . . ,m,

0 otherwise,

F fc(p)
(
x1, . . . ,xm

)=

1 if xi ≥ ai, i= 1, . . . ,m,

Fp
(
x1, . . . ,xm

)
otherwise.

(4.9)

Routine calculations show that f c is an up-map and fc is a down-map of �= {p ∈� |
p(B)= 1}. Thus the hypotheses of Proposition 4.8 hold.

According to the conclusions of Proposition 4.8 the Markov process P(x,A) has min-
imal and maximal invariant measures pm and pm, the greatest invariant measure p∗ in
the order interval (p] of �, where p =min{p ∈� | p(·)= f c(

∫
E P(x,·)p(dx))}, and the

least invariant measure in the order interval [p) of �, where p =max{p ∈� | p(·) =
fc(
∫
E P(x,·)p(dx))}.
Consider next the case when the mapping p �→ ∫E P(x,·)p(dx) has a finite number of

values. In view of Remarks 2.10 the definition (4.6) of G and the above choices of fc and
f c we can determine p, p, p∗, p∗, pm and pm in the following manner.

(1) p is the last element of the finite sequence of iterations

p0 = c, pn+1(·)= f c
(∫

E
P(x,·)pn(dx)

)
, as long as pn ≺ pn+1. (4.10)

(2) p is the last element of the finite sequence of iterations

p0 = c, pn+1(·)= fc

(∫
E
P(x,·)pn(dx)

)
, as long as pn+1 ≺ pn. (4.11)



S. Heikkilä 319

(3) p∗ is the last element of the finite sequence of iterations

q0 = p, qn+1(·)=
∫
E
P(x,·)qn(dx), as long as qn+1 ≺ qn. (4.12)

(4) p∗ is the last element of the finite sequence of iterations

q0 = p, qn+1(·)=
∫
E
P(x,·)qn(dx), as long as qn ≺ qn+1. (4.13)

(5) pm is the last element of the finite sequence formed by q0 = p, and qn+1 is a strict
lower bound of

∫
E P(x,·)qn(dx) as long as such a lower bound exists.

(6) pm is the last element of the finite sequence formed by q0 = p, and qn+1is a strict
upper bound of

∫
E P(x,·)qn(dx) as long as such an upper bound exists.

Remarks 4.10. Notice that B, defined by (4.7), is not convex when β ∈ (0,1). In fact, B
can be any closed subset of Rm which has an order center a = (a1, . . . ,am) ∈ B, that is,
sup{a,x} and inf{a,x} exist and belong to B for each x ∈ B.

The sequences (qn) in (5) and (6), as well their last elements, minimal and maximal
invariant measures of P(x,A), may not be uniquely determined.

The above example can easily be extended to the case when the transition function
depends also on the parameter t ∈ S.
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