
Kim and Buong Fixed Point Theory and Applications 2013, 2013:286
http://www.fixedpointtheoryandapplications.com/content/2013/1/286

RESEARCH Open Access

A new iterative method for equilibrium
problems and fixed point problems for
infinite family of nonself strictly
pseudocontractive mappings
Jong Kyu Kim1* and Nguyen Buong2

*Correspondence:
jongkyuk@kyungnam.ac.kr
1Department of Mathematics,
Kyungnam University, Changwon,
Gyeongnam 631-701, Korea
Full list of author information is
available at the end of the article

Abstract
The purpose of this paper is to present an iterative method for finding a common
element of the set of solutions for an equilibrium problem and the set of common
fixed points for a countably infinite family of nonself λi-strictly pseudocontractive
mappings {Ti}∞i=1 from a closed convex subset C into a Hilbert space H.
MSC: 47H17; 47H20

Keywords: regularization; hemicontinuous; lower semicontinuous convex
functional; fixed points

1 Introduction and preliminaries
Let H be a real Hilbert space with the inner product 〈·, ·〉 and the norm ‖ · ‖, respectively.
Let C be a nonempty closed convex subset of H , and let G : C × C → (–∞, +∞) be a
bifunction. The equilibrium problem for G is to find u∗ ∈ C such that

G
(
u∗, v

) ≥ , ∀v ∈ C. (.)

The set of solutions of (.) is denoted by EP(G). The equilibrium problem (.) includes
as special cases numerous problems in physics, optimization, economics, transportation,
and engineering.
Assume that the bifunction G satisfies the following standard properties.

Assumption A Let G : C × C → (–∞, +∞) be a bifunction satisfying conditions (A)-
(A).
(A) G(u,u) = , ∀u ∈ C;
(A) G(u, v) +G(v,u) ≤ , ∀(u, v) ∈ C ×C;
(A) For each u ∈ C, G(u, ·) : C → (–∞, +∞) is lower semicontinuous and convex;
(A) lim supt→+G(( – t)u + tz, v) ≤G(u, v), ∀(u, z, v) ∈ C ×C ×C.

Recall that amappingT inH is said to be λ-strictly pseudocontractive in the terminology
of Browder and Petryshyn [], if there exists a constant  ≤ λ <  such that

‖Tx – Ty‖ ≤ ‖x – y‖ + λ
∥∥(I – T)x – (I – T)y

∥∥
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for all x, y ∈ D(T), the domain of T , where I is the identity operator in H . Clearly, when
λ = , T is nonexpansive, i.e.,

∥∥T(x) – T(y)
∥∥ ≤ ‖x – y‖.

It means that the class of λ-strictly pseudocontractive mappings strictly includes the class
of nonexpansive mappings.
A single-valued mapping A in H is said to be monotone, if

〈
A(x) –A(y),x – y

〉 ≥ , ∀x, y ∈D(A),

and λ-inverse strongly monotone, if there exists a positive constant λ such that

〈
A(x) –A(y),x – y

〉 ≥ λ
∥∥A(x) –A(y)

∥∥, ∀x, y ∈D(A).

Therefore, any λ-inverse strongly monotone mapping is monotone and Lipschitz contin-
uous with the Lipschitz constant LA = /λ. It is well known [] that if T is a nonexpansive
mapping, then I – T is (/)-inverse strongly monotone. It is easy to verify that if T is λ-
strictly pseudocontractive, then it is ( – λ)/-inverse strongly monotone. Hence, I – T is
Lipschitz continuous with the Lipschitz constant L = /( – λ).
Let {Ti}∞i= be a countably infinite family of nonself λi-strictly pseudocontractive map-

pings from C into H with the set of fixed points F(Ti) (i.e., F(Ti) = {x ∈ C : x = Tix}). Set
F :=

⋂∞
i= F(Ti). Assume that

S :=F ∩ EP(G) = ∅.

The problem studied in this paper is to find an element

u∗ ∈ S . (.)

If Ti ≡ I , i ≥ , then problem (.) is reduced to (.) and shown in [] and [] to cover
monotone inclusion problems, saddle point problems, variational inequality problems,
minimization problems, the Nash equilibria in noncooperative games, vector equilibrium
problems, as well as certain fixed point problems (see also []). For finding approximative
solutions of (.), there exist several approaches: the regularization approach [–], the
gap-function approach [, –], and iterative procedure approach [–].
In the case that G ≡  and Ti = I , i > , (.) is a problem of finding a fixed point for a

λ-strictly pseudocontractive mapping in C (see []).
In the case that G ≡  and Ti = I , i >N > , (.) is a problem of finding a common fixed

point for a finite family of λi-strictly pseudocontractive mappings Ti in C studied in [],
where the following algorithm is constructed:
Let x ∈ C and {αn}, {βn}, {γn} be three sequences in [, ] satisfying αn + βn + γn =  for

all n≥ , and let {un} be a sequence in C. Then the sequence {xn} generated by

xn = αnxn– + βnTnxn + γnun, (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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where Tn = TnmodN , is called the implicit iteration process with mean errors for a finite
family of strictly pseudocontractivemappings {Ti}Ni=. The sequence {xn} converges weakly
to a common fixed point of the maps {Ti}Ni=.
If Ti = I , i > , then (.) is a problem of finding a fixed point for a λ-strictly pseudocon-

tractive mapping in C, which is an equilibrium point for G (see []).

Theorem . [] Let C be a nonempty closed convex subset of a Hilbert space H . Let G
be a bifunction from C ×C to (–∞, +∞) satisfying (A)-(A), and let S be a nonexpansive
mapping of C into H such that

F(S)∩ EP(G) = ∅.

Let f be a contraction of H into itself, and let {xn} and {un} be sequences generated by x ∈ H
and

⎧⎨
⎩G(un, y) + 

rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,

xn+ = αnf (xn) + ( – αn)Sun

for all n ≥ , where {αn} ⊂ [, ] and {rn} ⊂ (,∞) satisfy

lim
n→∞αn = ,

∞∑
n=

αn =∞,
∞∑
n=

|αn+ – αn| < ∞,

lim inf
n→∞ rn > ,

∞∑
n=

|rn+ – rn| <∞.

Then {xn} and {un} converge strongly to z ∈ F(S)∩ EP(G), where z = PF(S)∩EP(G)f (z).

If Ti = I , i > N > , then (.) is a problem of finding a common fixed point for a finite
family of λi-strictly pseudocontractivemapping Ti fromC intoH , which is an equilibrium
point for G. We have constructed regularization algorithms (see [, , ]). First algo-
rithm is defined as follows. The regularization solution uα is an element being a solution
for the single equilibrium problem

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Gα(uα , v) ≥  ∀v ∈ C,uα ∈ C,

Gα(u, v) :=
∑N

i= αμiGi(u, v) + α〈u, v – u〉, α > ,

G(u, v) =G(u, v), Gi(u, v) = 〈Ai(u), v – u〉, i = , . . . ,N ,

μ =  < μi < μi+ < , i = , . . . ,N – ,

(.)

where α is the regularization parameter.

Theorem . [] For each α > , problem (.) has a unique solution uα such that
(i) limα→+ uα = u∗, u∗ ∈ S .
(ii) ‖u∗‖ ≤ ‖y‖, ∀y ∈ S .
(iii) ‖uα – uβ‖ ≤ (‖u∗‖ + dN) |α–β|

α
, α,β > , where d is a positive constant.
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In the second algorithm, the regularization solution is defined on the base of the inertial
proximal point algorithm proposed by Alvarez and Attouch [], where the sequence {zn}
is defined by an equilibrium problem

c̃n

( N∑
i=

αμi
n Fi(zn+, v) + αn〈zn+, v – zn+〉

)
+ 〈zn+ – zn, v – zn+〉

– γn〈zn – zn–, v – zn+〉 ≥  ∀v ∈ C, z, z ∈ C,

and {c̃n} and {γn} are the sequences of positive numbers.

Theorem . [] Assume that the parameters c̃n, γn and αn are chosen such that
(i)  < c < c̃n,  ≤ γn < γ,
(ii)

∑∞
n= bn = +∞, bn = c̃nαn/( + c̃nαn),

(iii)
∑∞

n= γnb–n ‖zn – zn–‖ < +∞,
(iv) limn→∞ αn = , limn→∞ |αn–αn+|

αnbn = .
Then the sequence {zn} converges strongly to the element u∗, as n → +∞.

In the case that G ≡ , Maingé [] considered the following iteration method:

xn+ = αnDxn +
∑
i≥

wi,nTixn, n ≥ , (.)

where D : C → C is a given contraction with constant ρ ∈ [, ), x ∈ C is a starting
point, {αn} ⊂ (, ), wi,n ≥  for all i ≥  and

∑
i≥wi,n =  – αn with the following con-

ditions:
C.

∑∞
n= αn =∞.

C. For all i ∈NI := {i : Ti = I},
(a) 

wi,n
| – αn–

αn
| → , or

∑
n


wi,n

|αn – αn–| < ∞,
(b) 

αn
| 
wi,n

– 
wi,n–

| → , or
∑

n | 
wi,n

– 
wi,n–

| < ∞,
(c) 

wi,nαn

∑
k≥ |wk,n –wk,n–| → , or

∑
n


wi,n

∑
k≥ |wk,n –wk,n–| < ∞.

C. αn
wi,n

→  for all i ∈NI .
Then the sequence {xn} given by (.) converges strongly to x the unique fixed point of
PFoD, where PF is the metric projection from H onto F .
For solving (.), Ceng and Yao [] proposed the following algorithm:
Let x ∈H be an arbitrary element and

⎧⎪⎪⎨
⎪⎪⎩
G(un, v) + 

rn 〈un – xn, v – un〉, ∀v ∈ C,

yn = ( – γn)xn + γnWnun,

xn+ = ( – αn – βn)xn + αnf (yn) + βnWnyn,

(.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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where {αn}, {βn}, and {γn} are three sequences in (, ) such that αn + βn ≤ , and the
mappingWn is defined by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Un,n+ = I,

Un,n = λnTnUn,n+ + ( – λn)I,

Un,n– = λn–Tn–Un,n + ( – λn–)I,

· · ·
Un,k = λkTnUn,k+ + ( – λk)I,

Un,k– = λk–Tk–Un,k + ( – λk–)I,

· · ·
Un, = λTUn, + ( – λ)I,

Wn =Un, = λTUn, + ( – λ)I.

Theorem . [] Let C be a nonempty closed convex subset of a real Hilbert space H . Let
G : C × C → (–∞, +∞) be a bifunction satisfying (A)-(A), and let {Ti}∞i= be a sequence
of nonexpansive self-mappings on C such that

S =
∞⋂
i=

F(Ti)∩ EP(G) = ∅.

Suppose that {αn}, {βn}, and {γn} are sequences in (, ) such that αn + βn ≤ , and {rn} ⊂
(,∞) is a real sequence. Suppose that the following conditions are satisfied:

(i) limn→∞ αn =  and
∑∞

n= αn = ∞;
(ii)  < lim infn→∞ βn ≤ lim supn→∞ βn < ;
(iii)  < lim infn→∞ γn ≤ lim supn→∞ γn <  and limn→∞ |γn+ – γn| = ;
(iv)  < lim infn→∞ rn and limn→∞ |rn+ – rn| = .

Let f be a contraction of C into itself and given x ∈ C. Then the sequences {xn} and {un}
generated by (.), where {λn} is a sequence in (,b] for some b ∈ (, ), converge strongly to
x∗ ∈ ⋂∞

i= F(Ti)∩ EP(G), where x∗ = P⋂∞
i= F(Ti)∩EP(G)f (x

∗).

2 Main results
In this section, for solving problem (.), we present a new iterative method.
Let z be an arbitrary element in a Hilbert space H , the sequence of iterations {zn} is

defined by finding un ∈ C such that

⎧⎪⎪⎨
⎪⎪⎩
G(un, y) + 〈un – zn, y – un〉 ≥ , ∀y ∈ C,

zn+ = PC(zn – βn[zn – un +
∑∞

i= γiAi(zn) + αnzn])

= PC(zn – βn[
∑∞

i= γiAi(zn) + ( + αn)zn – un]), n≥ ,

(.)

where PC is themetric projection ofH onto C, and {αn}, {βn}, and {γi} are three sequences
of positive numbers such that

∞∑
i=

γi


 – λi
= γ < ∞. (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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Also, we construct a regularization solution uα for (.) by solving the following varia-
tional inequality problem: find uα ∈ C such that

⎧⎨
⎩〈A(uα) +

∑∞
i= γiAi(uα) + αuα , v – uα〉 ≥ , ∀v ∈ C,

Ai = I – Ti, i≥ ,
(.)

where T(x) = {z ∈ C : G(z, v) + 〈z – x, v – z〉 ≥  ∀v ∈ C}, {γi} is a sequence of positive
numbers satisfying (, ), and α is a small regularization parameter tending to zero.
We need the following important lemmas for the proof of our main results.

Lemma . [] Let C be a nonempty closed convex subset of a Hilbert space H , and let G
be a bifunction of C × C into (–∞, +∞) satisfying (A)-(A). Let r >  and x ∈ H . Then
there exists z ∈ C such that

G(z, v) +

r
〈z – x, v – z〉 ≥ , ∀v ∈ C.

Lemma . [] Assume that G : C × C → (–∞, +∞) satisfies conditions (A)-(A). For
r >  and x ∈H , define a mapping Tr :H → C as follows:

Tr(x) =
{
z ∈ C :G(z, v) +


r
〈z – x, v – z〉 ≥  ∀v ∈ C

}
. (.)

Then the following statements hold:
(i) Tr is single-valued;
(ii) Tr is firmly nonexpansive, i.e., for any x, y ∈H ,

∥∥Tr(x) – Tr(y)
∥∥ ≤ 〈

Tr(x) – Tr(y),x – y
〉
;

(iii) F(Tr) = EP(G);
(iv) EP(G) is closed and convex.

It is easy to see that Tr is a nonexpansive mapping.

Lemma . [] Let {an}, {bn}, and {cn} be the sequences of positive numbers satisfying the
conditions:

(i) an+ ≤ ( – bn)an + cn, bn < ,
(ii)

∑∞
n= bn = +∞, limn→+∞ cn

bn = .
Then limn→+∞ an = .

Lemma . [, ] Assume that T is a λ-strictly pseudocontractive mapping of a closed
convex subset C of a Hilbert space H . Then I – T is demiclosed at zero; that is, whenever
{xn} is a sequence in C weakly converging to some x ∈ C, and the sequence {(I – T)(xn)}
strongly converges to zero, it follows that (I – T)(x) = .

Now, we are in a position to introduce and prove the main results.

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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Theorem . Let C be a nonempty closed convex subset of a real Hilbert space H . Let
G : C × C → (–∞, +∞) be a bifunction satisfying (A)-(A), and let {Ti}∞i= be a sequence
of nonself λi-strictly pseudocontractive mappings from C into H such that

S =
∞⋂
i=

F(Ti)∩ EP(G) = ∅.

Assume that {γi} satisfies condition (.). Then for each α > , problem (.) has a unique
solution uα such that

(i) limα→ uα = u∗, u∗ ∈ S and ‖u∗‖ ≤ ‖y‖, ∀y ∈ S ,
(ii) ‖uα – uβ‖ ≤ |α–β|

α
‖u∗‖.

Proof First, we prove that problem (.) has a unique solution. Set

A :=
∞∑
i=

γiAi.

Let x∗ be a common fixed point of {Ti}i≥. Since

γi
∥∥Ai(x)

∥∥ ≤ γi
∥∥Ai(x) –Ai

(
x∗)∥∥ + γi

∥∥Ai
(
x∗)∥∥ ≤ γi


 – λi

∥∥x – x∗∥∥
and

∑∞
i= γi


–λi

= γ < +∞, the mapping A is well defined, and
∑∞

i= γiAi(x) converges ab-
solutely for each x ∈ C. It is easy to see that A is Lipschitz continuous with the Lipschitz
constant LA = γ and monotone.
Set

Gi(u, v) =
〈
γiAi(u), v – u

〉
, i ≥ 

and

G(u, v) =
〈
A(u), v – u

〉
.

Then, problem (.) is equivalent to that: find uα ∈ C such that

Gα(uα , v)≥ , ∀v ∈ C, (.)

where

Gα(u, v) = G̃(u, v) + α〈u, v – u〉

and

G̃(u, v) =
∞∑
i=

Gi(u, v) =
〈
A(u) +A(u), v – u

〉
.

It is not difficult to verify that for each i≥ ,Gi(u, v) is a bifunction. Therefore, G̃(u, v)(u, v)
also is a bifunction, i.e., G̃(u, v)(u, v) satisfies Assumption A. By using Lemma . with

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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(/r) = α >  and x = , we can conclude that problem (.) (consequently (.)) has a
unique solution uα for each α > .
(i) Next, we prove that

‖uα‖ ≤ ‖y‖, ∀y ∈ S . (.)

Since y ∈ S , we have Ai(y) = , i≥ . Thus,

∞∑
i=

〈
γiAi(uα), y – uα

〉
+ α〈uα , y – uα〉 ≥ , ∀y ∈ S . (.)

Since

〈
γiAi(uα),uα – y

〉 ≥ , ∀y ∈ S , i≥ ,

from (.), follows (.). Then, there exists a subsequence {uαk } of {uα} that converges
weakly to some element u∗ ∈H . Now, we have to prove that u∗ ∈ S . The ( –λl)/-inverse
strongly monotone property of Al implies that

 ≤ γl
 – λl


∥∥Al(uαk )

∥∥

≤ 〈
γlAl(uαk ),uαk – y

〉
≤

∞∑
i=

〈
γiAi(uαk ),uαk – y

〉

≤ –αk〈uαk ,uαk – y〉
≤ αk〈y, y – uαk 〉.

Therefore,

lim
k→∞

∥∥Al(uαk )
∥∥ = .

By virtue of Lemma ., we have u∗ ∈ F(Tl). Since the closed convex set S has only one
element with the minimal norm, using (.) and the weak convergence of {uα}, we can
conclude that all the sequence {uα} converges strongly to u∗ as α → .
(ii) By virtue of (.), (.) and the monotone property of Ai, we obtain

α〈uα ,uβ – uα〉 + β〈uβ ,uα – uβ〉 ≥ 

or

‖uα – uβ‖ ≤ |α – β|
α

‖uβ‖ ≤ |α – β|
α

∥∥u∗∥∥
for each α,β > . This completes the proof. �

Remark Obviously, if uαk → ũ, where uαk is the solution of (.) with α = αk → , as
k → +∞, then S = ∅.

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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Theorem . Let C be a nonempty closed convex subset of a real Hilbert space H . Let
G : C × C → (–∞, +∞) be a bifunction satisfying (A)-(A), and let {Ti}∞i= be a sequence
of nonself λi-strictly pseudocontractive mappings from C into H such that

S =
∞⋂
i=

F(Ti)∩ EP(G) = ∅.

Assume that {γi} satisfies condition (.), and αn, βn satisfy the following conditions:

αn,βn > , lim
n→∞αn = , lim

n→∞
|αn – αn+|

α
nβn

= ,

∞∑
n=

αnβn =∞, limn→∞βn
( + γ + αn)

αn
< .

Then the sequence {zn} given by (.) converges strongly to u∗ ∈ S , that is,

lim
n→∞ zn = u∗ ∈ S .

Proof Clearly, iteration {zn} in (.) has the form

zn+ = PC

(
zn – βn

[ ∞∑
i=

γiAi(zn) + αnzn

])
, z ∈ C,n≥ , (.)

where γ = .
Let un be the solution of (.) when α = αn. Then

un = PC

(
un – βn

[ ∞∑
i=

γiAi(un) + αnun

])
. (.)

Set �n = ‖zn – un‖. Obviously,

�n+ = ‖zn+ – un+‖ ≤ ‖zn+ – un‖ + ‖un+ – un‖.

From the nonexpansive property ofPC , themonotone andLipschitz continuous properties
of Ai, i≥ , (.), and (.), we have

‖zn+ – un‖ ≤
∥∥∥∥∥zn – un – βn

[ ∞∑
i=

γi
(
Ai(zn) –Ai(un)

)
+ αn(zn – un)

]∥∥∥∥∥,
and

∥∥∥∥∥zn – un – βn

[ ∞∑
i=

γi
(
Ai(zn) –Ai(un)

)
+ αn(zn – un)

]∥∥∥∥∥


= ‖zn – un‖ + β
n

∥∥∥∥∥
[ ∞∑

i=

γi
(
Ai(zn) –Ai(un)

)
+ αn(zn – un)

]∥∥∥∥∥


http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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– βn

〈 ∞∑
i=

γi
(
Ai(zn) –Ai(un)

)
+ αn(zn – un), zn – un

〉

≤ ‖zn – un‖
[
 – βnαn + β

n

(
 +

∞∑
i=

γi


 – λi
+ αn

)]
.

Thus,

‖zn+ – un‖ ≤ �n
(
 – βnαn + β

n( + γ + αn)
)/

≤ �n( – βnαn)/

≤ �n

(
 –



βnαn

)
.

Set

bn =


αnβn,

cn =
αn – αn+

αn

∥∥u∗∥∥.
It is not difficult to check that bn and cn satisfy the conditions in Lemma . for sufficiently
large n. Hence, limn→+∞ �

n = . Since limn→∞ un = u∗, we have

lim
n→∞ zn = u∗ ∈ S .

This completes the proof. �

Remark The sequences αn = ( + n)–p,  < p < /, and βn = γαn with

 < γ <


( + γ + α)

satisfy all the necessary conditions in Theorem ..

3 Application
In this section, we show that algorithm (.) can be applied to find an element

u∗ ∈ S ∩VI
(
C,A), (.)

where VI(C,A) is the set of solutions of the following variational inequality problem:

〈
A(u), v – u

〉 ≥ , ∀v ∈ C,u ∈ C, (.)

involving amonotone hemicontinuousmappingA. IfA is a λ-inverse stronglymonotone
mapping, and {Ti}i≥ is a countably infinite family of nonexpansive self mappings in C,
then problem (.) is recently studied in [] and [].
Let A be a monotone hemicontinuous mapping. Then it is easy to see that G(u, v) :=

〈A(u), v – u〉 is a bifunction, i.e., G(u, v) satisfies Assumption A. Using Lemma ., we

http://www.fixedpointtheoryandapplications.com/content/2013/1/286
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construct a nonexpansive mapping T :H → C such that

T(x) :=
{
z ∈ C :G(z, v) + 〈z – x, v – z〉 ≥  ∀v ∈ C

}
.

Then, F(T) = VI(C,A). So, T as T are nonexpansive. Consequently, both mappings
T and T are (/)-strictly pseudocontractive. Thus, the mapping I –T is also Lipschitz
continuous with the Lipschitz constant L = . Then, algorithm (.) has the form:
Let z be an arbitrary element in a Hilbert space H , the sequence of iteration {zn} is

defined by

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

un ∈ C :G(un, y) + 〈un – zn, y – un〉 ≥ , ∀y ∈ C,

un ∈ C :G(un, y) + 〈un – zn, y – un〉 ≥ , ∀y ∈ C,

zn+ = PC(zn – βn[zn – un + zn – un +
∑∞

i= γiAi(zn) + αnzn])

= PC(zn – βn[
∑∞

i= γiAi(zn) + ( + αn)zn – un – un]), n≥ .

(.)

Theorem . Let C be a nonempty closed convex subset of a real Hilbert space H . Let G :
C×C → (–∞, +∞) be a bifunction satisfying (A)-(A), let {Ti}∞i= be a sequence of nonself
λi-strictly pseudocontractive mappings from C into H , and let A be a hemicontinuous
monotone mapping from C into H such that

∞⋂
i=

F(Ti)∩ EP(G)∩VI
(
C,A) = ∅.

Assume that {γi} satisfies condition (.), and αn, βn satisfy the following conditions:

αn,βn > , lim
n→∞αn = , lim

n→∞
|αn – αn+|

α
nβn

= ,

∞∑
n=

αnβn =∞, limn→∞βn
( + γ + αn)

αn
< .

Then

lim
n→∞ zn = u∗ ∈

∞⋂
i=

F(Ti)∩ EP(G)∩VI
(
C,A),

where {zn} is defined by (.).
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