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#### Abstract

In this paper, we consider a type of split feasibility problem by focusing on the solution sets of two important problems in the setting of Hilbert spaces that are the sum of monotone operators and fixed point problems. By assuming the existence of solutions, we provide a suitable algorithm for finding a solution point. Some important applications and numerical experiments of the considered problem and constructed algorithm are also discussed.
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## 1 Introduction

Many applications of the split feasibility problem (SFP), which was first introduced by Censor and Elfving [1], have appeared in various fields of science and technology, such as in signal processing, medical image reconstruction and intensity-modulated radiation therapy; for more information, see $[2,3]$ and the references therein. In fact, Censor and Elfving [1] studied SFP in a finite-dimensional space, by considering the problem of finding a point

$$
\begin{equation*}
x^{*} \in C \quad \text { such that } A x^{*} \in Q, \tag{1.1}
\end{equation*}
$$

where $C$ and $Q$ are nonempty closed convex subsets of $\mathbb{R}^{n}$, and $A$ is an $n \times n$ matrix. They proposed the following algorithm: for arbitrary $x_{1} \in \mathbb{R}^{n}$,

$$
x_{n+1}=A^{-1} P_{Q}\left(P_{A(C)}\left(A x_{n}\right)\right), \quad \forall n \in \mathbb{N},
$$

where $A(C)=\left\{y \in \mathbb{R}^{n} \mid y=A x\right.$, for some $\left.x \in C\right\}$ and $P_{Q}, P_{A(C)}$ denote the metric projections onto $Q$ and $A(C)$, respectively. It was noticed that the algorithm involves the complicated computations of matrix inverses, which may lead to an expensive computation. Consequently, Byrne [2] suggested a new algorithm, which generates a sequence $\left\{x_{n}\right\}$ by using
the transpose of the matrix $A$, instead of the inverse of the matrix $A$ : for arbitrary $x_{1} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
x_{n+1}=P_{C}\left(x_{n}+\gamma A^{t}\left(P_{Q}-I\right) A x_{n}\right), \quad \forall n \in \mathbb{N}, \tag{1.2}
\end{equation*}
$$

where $\gamma \in\left(0,2 /\|A\|^{2}\right), A$ is a real $m \times n$ matrix, $A^{t}$ is the transpose of the considered matrix $A$, and $P_{C}$ and $P_{Q}$ denote the metric projections onto $C$ and $Q$, respectively. Observe that it is not only a less complicated computation, the algorithm (1.2) also can be used for solving the problem (1.1) when $C$ and $Q$ are belong to different Euclidean spaces. Later on, inspired by the algorithm (1.2), Xu [4] considered SFP in infinite-dimensional Hilbert spaces: let $H_{1}$ and $H_{2}$ be two real Hilbert spaces and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. Let $C$ and $Q$ be nonempty closed convex subsets of $H_{1}$ and $H_{2}$, respectively. Xu [4] proposed the following algorithm: for a given $x_{1} \in H_{1}$,

$$
\begin{equation*}
x_{n+1}=P_{C}\left(x_{n}+\gamma L^{*}\left(P_{Q}-I\right) L x_{n}\right), \quad \forall n \in \mathbb{N}, \tag{1.3}
\end{equation*}
$$

where $\gamma \in\left(0,2 /\|L\|^{2}\right)$ and $L^{*}$ is the adjoint operator of $L$. The weak convergence of the sequence $\left\{x_{n}\right\}$ to a solution of SFP was considered; see also [5] for related work.
On the other hand, variational inclusion problems are being used as mathematical programming models to study a large number of optimization problems arising in finance, economics, network, transportation and engineering science. The formal form of a variational inclusion problem is the problem of finding $x^{*} \in H$ such that

$$
\begin{equation*}
0 \in B x^{*}, \tag{1.4}
\end{equation*}
$$

where $B: H \rightarrow 2^{H}$ is a set-valued operator. If $B$ is a maximal monotone operator, the elements in the solution set of the problem (1.4) are called the zeros of maximal monotone operator. This problem was introduced by Martinet [6], and later it has been studied by many authors. It is well known that the popular iteration method that was used for solving the problem (1.4) is the following proximal point algorithm: for a given $x_{1} \in H$,

$$
x_{n+1}=J_{\lambda_{n}}^{B} x_{n}, \quad \forall n \in \mathbb{N},
$$

where $\left\{\lambda_{n}\right\} \subset(0, \infty)$ and $J_{\lambda_{n}}^{B}=\left(I+\lambda_{n} B\right)^{-1}$ is the resolvent of the considered maximal monotone operator $B$ corresponding to $\lambda_{n}$; see also [7-11] for more details. Subsequently, inspired by the concept of SFP, Byrne et al. [12] introduced and studied the following split null point problem (SNPP): given set-valued mappings $B_{1}: H_{1} \rightarrow 2^{H_{1}}$ and $B_{2}: H_{2} \rightarrow 2^{H_{2}}$, respectively, and bounded linear operators $L: H_{1} \rightarrow H_{2}$, SNPP is the problem of finding a point $x^{*} \in H_{1}$ such that

$$
\begin{equation*}
0 \in B_{1}\left(x^{*}\right) \quad \text { and } \quad 0 \in B_{2}\left(L x^{*}\right) . \tag{1.5}
\end{equation*}
$$

They considered the following iterative algorithm: for $\lambda>0$ and an arbitrary $x_{1} \in H_{1}$,

$$
x_{n+1}=J_{\lambda}^{B_{1}}\left(x_{n}-\gamma L^{*}\left(I-J_{\lambda}^{B_{2}}\right) L x_{n}\right), \quad \forall n \in \mathbb{N},
$$

where $L^{*}$ is the adjoint of $L, \gamma \in\left(0,2 /\|L\|^{2}\right)$, and $J_{\lambda}^{B_{1}}$ and $J_{\lambda}^{B_{2}}$ are the resolvent of maximal monotone operators corresponding to $B_{1}$ and $B_{2}$, respectively. They proved, under some
suitable control conditions, that $\left\{x_{n}\right\}$ converges weakly to a point $x^{*}$ in the solution set of problem (1.5).

A related topic to the above variational inclusion problem: it is well known that fixed point theory has been a very powerful and important tool in the study of mathematical models. Of course, many authors were interested in and studied the approximating of a fixed point of nonlinear mappings by using iterative methods, and applied the obtained results to many important problems, such as the equilibrium problem, the null point problem, the variational inequality problem, optimization problems, etc.; see [13-15] for example and the references therein. In view of SFP and the fixed point problem, Takahashi et al. [16] considered the problem of finding a point $x^{*} \in H$ such that

$$
\begin{equation*}
0 \in B x^{*} \quad \text { and } \quad L x^{*} \in F(T), \tag{1.6}
\end{equation*}
$$

where $B: H_{1} \rightarrow 2^{H_{1}}$ is a maximal monotone operator, $L: H_{1} \rightarrow H_{2}$ is a bounded linear operator and $T: H_{2} \rightarrow H_{2}$ is a nonexpansive mapping. They considered the following iterative algorithm: for any $x_{1} \in H_{1}$,

$$
\begin{equation*}
x_{n+1}=J_{\lambda_{n}}^{B}\left(I-\gamma_{n} L^{*}(I-T) L\right) x_{n}, \quad \forall n \in \mathbb{N}, \tag{1.7}
\end{equation*}
$$

where $\left\{\lambda_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ satisfy some suitable control conditions, and $J_{\lambda_{n}}^{B}$ is the resolvent of a maximal monotone operator $B$ associated to $\lambda_{n}$, and provided the weak convergence theorems of algorithm (1.7) to a point $x^{*} \in B^{-1} 0 \cap L^{-1} F(T)$.

One may note that finding the zeros of maximal monotone operator can be solved via a fixed point of its resolvent operator. This is because $0 \in B x^{*}$ if and only if $J_{\lambda}^{B} x^{*}=x^{*}$, when $B: H \rightarrow 2^{H}$ is a maximal monotone operator and $\lambda>0$. Thus the problem of type (1.6) contains problem SCNPP as a special case in some sense.
Now, let us back to consider the variational inclusion problem (1.4). A type of generalization of the problem (1.4) is to find a point $x^{*} \in H$ such that

$$
\begin{equation*}
0 \in A x^{*}+B x^{*}, \tag{1.8}
\end{equation*}
$$

where $A: H \rightarrow H$ is a single-valued mapping and $B: H \rightarrow 2^{H}$ is a set-valued operator. It is well known that there are many kinds of applications of the problem (1.8), such as evolution equations, complementarity problems, mini-max problems, variational inequalities and optimization problems etc.; see [17-20] for example and the references therein. We will discuss some of them in Section 4. In the case that $B: H \rightarrow 2^{H}$ is a set-valued monotone operator, and $A: H \rightarrow H$ is a single-valued monotone operator, the elements in the solution set of the problem (1.8) are called the zeros of the sum of monotone operators.
In this paper, motivated and inspired by the above literature, we are going to consider the problem of finding a point $x^{*} \in H$ such that

$$
\begin{equation*}
0 \in(A+B) x^{*} \quad \text { and } \quad L x^{*} \in F(T) \tag{1.9}
\end{equation*}
$$

when $A: H_{1} \rightarrow H_{1}$ is a monotone operator, $B: H_{1} \rightarrow 2^{H_{1}}$ is a maximal monotone operator, $L: H_{1} \rightarrow H_{2}$ is a bounded linear operator and $T: H_{2} \rightarrow H_{2}$ is a nonexpansive mapping.

We will write $\Omega_{L, T}^{A+B}$ for the solution set of the problem (1.9), and show that the algorithm

$$
\begin{equation*}
x_{n+1}=J_{\lambda_{n}}^{B}\left(\left(I-\lambda_{n} A\right)-\gamma_{n} L^{*}(I-T) L\right) x_{n}, \quad \forall n \in \mathbb{N}, \tag{1.10}
\end{equation*}
$$

converges weakly to an element in $\Omega_{L, T}^{A+B}$. We would like to point out that, in fact, the problem (1.9) can be written in the form of the problem (1.6). Moreover, as in our consideration, $B$ is a maximal monotone operator and $A$ is a continuous and monotone operator, we know that the operator $A+B$ is a maximal monotone operator (see [21]), and hence one may try to find a solution of the problem (1.9) by using the algorithm (1.7). However, it was suggested and discussed that the inverse of $I+\lambda(A+B)$ may be hard to compute; see [18] for example. Consequently, because of this reason, a popular iterative method used for solving the problem of type (1.8) is the forward-backward splitting method, which defines a sequence $\left\{x_{n}\right\}$ by the following algorithm: for any $x_{1} \in H$,

$$
\begin{equation*}
x_{n+1}=J_{\lambda_{n}}^{B}\left(I-\lambda_{n} A\right) x_{n}, \quad \forall n \in \mathbb{N}, \tag{1.11}
\end{equation*}
$$

where $\left\{\lambda_{n}\right\}$ is a sequence of positive real numbers, $A: H \rightarrow H$ and $B: H \rightarrow 2^{H}$ are maximal monotone operators, see Passty [22]. Of course, our proposed algorithm (1.10) is also motivated by (1.11).

## 2 Preliminaries

Throughout this paper, we denote by $\mathbb{N}$ the set of positive integers, and by $\mathbb{R}$ the set of real numbers. Let $H$ be a real Hilbert space with the inner product $\langle\cdot, \cdot\rangle$ and the norm $\|\cdot\|$, respectively. When $\left\{x_{n}\right\}$ is a sequence in $H$, we denote the weak convergence of $\left\{x_{n}\right\}$ to $x$ in $H$ by $x_{n} \rightharpoonup x$.
Let $T: H \rightarrow H$ be a mapping. We say that $T$ is a Lipschitz mapping if there exists $L \geq 0$ such that

$$
\|T x-T y\| \leq L\|x-y\|, \quad \forall x, y \in H .
$$

The number $L$, associated with $T$, is called a Lipschitz constant. If $L=1$, we say that $T$ is a nonexpansive mapping, that is,

$$
\|T x-T y\| \leq\|x-y\|, \quad \forall x, y \in H .
$$

We will say that $T$ is firmly nonexpansive if

$$
\langle T x-T y, x-y\rangle \geq\|T x-T y\|^{2}, \quad \forall x, y \in H .
$$

Note that $T$ is firmly nonexpansive if and only if $T=(I+V) / 2$ for some nonexpansive mapping $V$; see [23], Proposition 11.2.
The set of fixed points of $T$ will be denoted by $F(T)$, that is, $F(T)=\{x \in H: T x=x\}$. It is well known that, if $T$ is nonexpansive, then $F(T)$ is closed and convex. Moreover, if $T$ is a firmly nonexpansive mapping on $H$ into itself with $F(T) \neq \emptyset$, then we have

$$
\begin{equation*}
\langle x-T x, y-T x\rangle \leq 0 \quad \text { for all } x \in H \text { and } y \in F(T) ; \tag{2.1}
\end{equation*}
$$

A mapping $T: H \rightarrow H$ is said to be an averaged mapping if it can be written as the average of the identity $I$ and a nonexpansive mapping, that is,

$$
\begin{equation*}
T=(1-\alpha) I+\alpha S, \tag{2.2}
\end{equation*}
$$

where $\alpha \in(0,1)$ and $S: H \rightarrow H$ is a nonexpansive mapping; see [24]. More precisely, when (2.2) holds, we say that $T$ is $\alpha$-averaged. It should be observed that firmly nonexpansive mappings are $\frac{1}{2}$-averaged mappings.

Let $A: H \rightarrow H$ be a single-valued mapping. For a positive real number $\beta$, we will say that $A$ is $\beta$-inverse strongly monotone ( $\beta$-ism) if

$$
\langle A x-A y, x-y\rangle \geq \beta\|A x-A y\|^{2}, \quad \forall x, y \in H
$$

The classes of inverse strongly monotone mapping have been studied by many authors; see [17, 25, 26].

We now collect some important properties, which are needed in this work.

Lemma 2.1 ([17, 26]) We have
(i) The composite of finitely many averaged mappings is averaged. In particular, if $T_{i}$ is $\alpha_{i}$-averaged, where $\alpha_{i} \in(0,1)$ for $i=1,2$, then the composite $T_{1} T_{2}$ is $\alpha$-averaged, where $\alpha=\alpha_{1}+\alpha_{2}-\alpha_{1} \alpha_{2}$.
(ii) If $A$ is $\beta$-ism and $r \in(0, \beta]$, then $T:=I-r A$ is firmly nonexpansive.
(iii) A mapping $T: H \rightarrow H$ is nonexpansive if and only if $I-T$ is $\frac{1}{2}$-ism.
(iv) If $A$ is $\beta$-ism, then, for $\gamma>0, \gamma A$ is $\frac{\beta}{\gamma}$-ism.
(v) $T$ is averaged if and only if the complement $I-T$ is $\beta$-ism for some $\beta>\frac{1}{2}$. Indeed, for $\alpha \in(0,1), T$ is $\alpha$-averaged if and only if $I-T$ is $\frac{1}{2 \alpha}$-ism.

The following result can be found in [27], but here we modify the presentation for showing a finer conclusion of the considered mapping $T$.

Lemma 2.2 ([27]) Let $T=(1-\alpha) A+\alpha N$ for some $\alpha \in(0,1)$. If $A$ is $\beta$-averaged and $N$ is nonexpansive then $T$ is $\alpha+(1-\alpha) \beta$-averaged.

Proof Since $A$ is a $\beta$-averaged mapping, there is a nonexpansive mapping $S$ such that $A=$ $(1-\beta) I+\beta S$. We see that

$$
\begin{aligned}
T & =(1-\alpha) A+\alpha N \\
& =(1-\alpha)[(1-\beta) I+\beta S]+\alpha N \\
& =(1-\alpha)(1-\beta) I+(1-\alpha) \beta S+\alpha N \\
& =(1-\delta) I+\delta\left[(1-\alpha) \beta \delta^{-1} S+\alpha \delta^{-1} N\right],
\end{aligned}
$$

where $\delta:=\alpha+(1-\alpha) \beta$. Note that $(1-\alpha) \beta \delta^{-1}+\alpha \delta^{-1}=1$, then it follows that $(1-\alpha) \beta \delta^{-1} S+$ $\alpha \delta^{-1} N$ is a nonexpansive mapping. This means that $T$ is a $\delta$-averaged mapping.

Let $B: H \rightarrow 2^{H}$ be a set-valued mapping. The effective domain of $B$ is denoted by $D(B)$, that is, $D(B)=\{x \in H: B x \neq \emptyset\}$. Recall that $B$ is said to be monotone if

$$
\langle x-y, u-v\rangle \geq 0, \quad \forall x, y \in D(B), u \in B x, v \in B y .
$$

A monotone mapping $B$ is said to be maximal if its graph is not properly contained in the graph of any other monotone operator. To a maximal monotone operator $B: H \rightarrow 2^{H}$ and $r>0$, its resolvent $J_{r}^{B}$ is defined by

$$
J_{r}^{B}:=(I+r B)^{-1}: H \rightarrow D(B) .
$$

It is well known that, if $B$ is a maximal monotone operator and $r$ is a positive number, then the resolvent $J_{r}^{B}$ is single-valued and firmly nonexpansive, and $F\left(J_{r}^{B}\right)=B^{-1} 0 \equiv\{x \in H$ : $0 \in B x\}, \forall r>0$; see $[16,23,28]$.

We use the following lemmas for proving the main result.

Lemma 2.3 ([16]) Let $H_{1}$ and $H_{2}$ be Hilbert spaces. Let $L: H_{1} \rightarrow H_{2}$ be a nonzero bounded linear operator and $T: H_{2} \rightarrow H_{2}$ be a nonexpansive mapping. If $B: H_{1} \rightarrow 2^{H_{1}}$ is a maximal monotone operator, then
(i) $L^{*}(I-T) L$ is $\frac{1}{2\|L\|^{2}}-i s m$,
(ii) for $0<r<\frac{1}{\|L\|^{2}}$,
(iia) $I-r L^{*}(I-T) L$ is $r\|L\|^{2}$-averaged,
(iib) $J_{\lambda}^{B}\left(I-r L^{*}(I-T) L\right)$ is $\frac{1+r\|L\|^{2}}{2}$-averaged, for $\lambda>0$,
(iii) if $r=\|L\|^{-2}$, then $I-r L^{*}(I-T) L$ is nonexpansive.

Lemma 2.4 ([29]) Let $B: H \rightarrow 2^{H}$ be a maximal monotone operator with the resovent $J_{\lambda}^{B}=(I+\lambda B)^{-1}$ for $\lambda>0$. Then we have the following resolvent identity:

$$
J_{\lambda}^{B} x=J_{\mu}^{B}\left(\frac{\mu}{\lambda} x+\left(1-\frac{\mu}{\lambda}\right) J_{\lambda}^{B} x\right)
$$

for all $\mu>0$ and $x \in H$.

Lemma 2.5 ([30]) Let C be a closed convex subset of a Hilbert space $H$ and let $T$ be a nonexpansive mapping of $C$ into itself. Then $U:=I-T$ is demiclosed, i.e., $x_{n} \rightharpoonup x_{0}$ and $U x_{n} \rightarrow y_{0}$ imply $U x_{0}=y_{0}$.

Lemma 2.6 ([16]) Let H be a Hilbert space and let $\left\{x_{n}\right\}$ be a sequence in H such that there exists a nonempty closed convex subset $C \subset H$ satisfying the properties:
(i) for every $x^{*} \in C, \lim _{n \rightarrow \infty}\left\|x_{n}-x^{*}\right\|$ exists;
(ii) if a subsequence $\left\{x_{n_{j}}\right\} \subset\left\{x_{n}\right\}$ converges weakly to $x^{*}$, then $x^{*} \in C$.

Then there exists $x_{0} \in C$ such that $x_{n} \rightharpoonup x_{0}$.

The following fundamental identity is also used in our proof:

$$
\begin{equation*}
\|\lambda x+(1-\lambda) y\|^{2}=\lambda\|x\|^{2}+(1-\lambda)\|y\|^{2}-\lambda(1-\lambda)\|x-y\|^{2} \tag{2.3}
\end{equation*}
$$

for all $x, y \in H$ and $\lambda \in \mathbb{R}$; see [28].

## 3 Main results

We start by considering an equivalence theorem.

Theorem 3.1 Let $H_{1}$ and $H_{2}$ be Hilbert spaces. Let $A: H_{1} \rightarrow H_{1}$ be a $\beta$-ism, $B: H_{1} \rightarrow 2^{H_{1}}$ a maximal monotone operator, $T: H_{2} \rightarrow H_{2}$ a nonexpansive mapping and $L: H_{1} \rightarrow H_{2}$ a bounded linear operator. If $\Omega_{L, T}^{A+B} \neq \emptyset$ then the following are equivalent:
(i) $z \in \Omega_{L, T}^{A+B}$,
(ii) $z=J_{\lambda}^{B}\left((I-\lambda A)-\gamma L^{*}(I-T) L\right) z$,
(iii) $0 \in L^{*}(I-T) L z+(A+B) z$,
where $\lambda, \gamma>0$ and $z \in H_{1}$.

Proof Since $\Omega_{L, T}^{A+B} \neq \emptyset$, there exists $z_{0} \in D(B)$ such that $0 \in(A+B) z_{0}$ and $L z_{0} \in F(T)$. Let us put $S=\frac{1}{2}(I+T)$. It follows that $S$ is a firmly nonexpansive mapping and $F(T)=F(S)$. Moreover, we have $L^{*}(I-T) L=2 L^{*}(I-S) L$.
(i) $\Rightarrow$ (ii) Assume that $z \in \Omega_{L, T}^{A+B}$. It follows that $L z \in F(T)$ and $z \in(A+B)^{-1} 0$. These findings imply that $L^{*}(I-T) L z=0$ and $J_{\lambda}^{B}(I-\lambda A) z=z$. Thus we have

$$
J_{\lambda}^{B}\left((I-\lambda A)-\gamma L^{*}(I-T) L\right) z=J_{\lambda}^{B}(I-\lambda A) z=z .
$$

(ii) $\Rightarrow$ (iii) By (ii) and the above statement, we have $z=J_{\lambda}^{B}\left((I-\lambda A)-2 \gamma L^{*}(I-S) L\right) z$. This means $(I+\lambda B) z \ni\left((I-\lambda A)-2 \gamma L^{*}(I-S) L\right) z$, which implies

$$
-\frac{2 \gamma}{\lambda} L^{*}(I-S) L z \in(A+B) z
$$

Since $A+B$ is monotone and $0 \in(A+B) z_{0}$, we obtain

$$
\left\langle-\frac{2 \gamma}{\lambda} L^{*}(I-S) L z, z-z_{0}\right\rangle \geq 0 .
$$

Subsequently, we have

$$
\begin{equation*}
\left\langle L z-S L z, L z-L z_{0}\right\rangle \leq 0 \tag{3.1}
\end{equation*}
$$

On the other hand, since $S$ is a firmly nonexpansive mapping and $L z_{0} \in F(S)$, in view of (2.1) we see that

$$
\begin{equation*}
\left\langle L z-S L z, L z_{0}-S L z\right\rangle \leq 0 . \tag{3.2}
\end{equation*}
$$

Adding up (3.1) and (3.2), we have

$$
\|L z-S L z\|^{2}=\langle L z-S L z, L z-S L z\rangle \leq 0 .
$$

That is, $L z \in F(S)$, and it follows that $(I-T) L z=0$, which implies $L^{*}(I-T) L z=0$. Using this one, we also see that: (i) reduces to $z=J_{\lambda}^{B}(I-\lambda A) z$, which is equivalent to $0 \in(A+B) z$. Thus we conclude that $0 \in L^{*}(I-T) L z+(A+B) z$.
(iii) $\Rightarrow$ (i) By (iii), we have $-L^{*}(I-T) L z \in(A+B) z$, equivalently, $-2 L^{*}(I-S) L z \in(A+B) z$. By the monotonicity of $A+B$, we get

$$
\left\langle-2 L^{*}(I-S) L z, z-z_{0}\right\rangle \geq 0
$$

since $0 \in(A+B) z_{0}$. This implies

$$
\begin{equation*}
\left\langle L z-S L z, L z-L z_{0}\right\rangle \leq 0 . \tag{3.3}
\end{equation*}
$$

Adding (3.2) and (3.3), we get

$$
\|L z-S L z\|^{2}=\langle L z-S L z, L z-S L z\rangle \leq 0 .
$$

This shows $L z \in F(S)$. Then it follows that $z \in L^{-1} F(T)$ and $L^{*}(I-T) L z=0$. Hence the assumption $0 \in L^{*}(I-T) L z+(A+B) z$ is reduced to the relation $0 \in(A+B) z$, that is, $z \in(A+B)^{-1} 0$. Consequently, we have $z \in \Omega_{L, T}^{A+B}$. These results complete the proof.

Now, in view of Theorem 3.1, we are in a position to present our main algorithm and show its convergence theorem.

Theorem 3.2 Let $H_{1}$ and $H_{2}$ be Hilbert spaces. Let $A: H_{1} \rightarrow H_{1}$ be a $\beta$-ism, $B: H_{1} \rightarrow 2^{H_{1}}$ a maximal monotone operator, $T: H_{2} \rightarrow H_{2}$ a nonexpansive mapping and $L: H_{1} \rightarrow H_{2}$ a bounded linear operator. For any $x_{1} \in H_{1}$, define

$$
\begin{equation*}
x_{n+1}=J_{\lambda_{n}}^{B}\left(\left(I-\lambda_{n} A\right)-\gamma_{n} L^{*}(I-T) L\right) x_{n}, \quad \forall n \in \mathbb{N}, \tag{3.4}
\end{equation*}
$$

where the sequences $\left\{\lambda_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ satisfy the following control conditions:
(i) $0<a \leq \lambda_{n} \leq b_{1}<\frac{\beta}{2}$,
(ii) $0<a \leq \gamma_{n} \leq b_{2}<\frac{1}{2\|L\|^{2}}$,
for some $a, b_{1}, b_{2} \in \mathbb{R}$. If $\Omega_{L, T}^{A+B} \neq \emptyset$ then $\left\{x_{n}\right\}$ converges weakly to an element in $\Omega_{L, T}^{A+B}$.
Proof Set

$$
\begin{equation*}
T_{n}:=J_{\lambda_{n}}^{B}\left(\left(I-\lambda_{n} A\right)-\gamma_{n} L^{*}(I-T) L\right), \tag{3.5}
\end{equation*}
$$

for each $n \in \mathbb{N}$. By Theorem 3.1, we have $\Omega_{L, T}^{A+B}=F\left(T_{n}\right)$, for all $n \in \mathbb{N}$.
Note that, for each $n \in \mathbb{N}$, we have

$$
\left(I-\lambda_{n} A\right)-\gamma_{n} L^{*}(I-T) L=\frac{1}{2}\left(I-2 \lambda_{n} A\right)+\frac{1}{2}\left(I-2 \gamma_{n} L^{*}(I-T) L\right)
$$

Also, by condition (i) and Lemma 2.1(ii), we know that $I-2 \lambda_{n} A$ is a firmly nonexpansive mapping and this implies that $I-2 \lambda_{n} A$ must be a nonexpansive mapping. On the other hand, by Lemma 2.3(iia), we know that $I-2 \gamma_{n} L^{*}(I-T) L$ is $2 \gamma_{n}\|L\|^{2}$-averaged. Thus, by Lemma 2.2, we see that $\left(I-\lambda_{n} A\right)-\gamma_{n} L^{*}(I-T) L$ is $\frac{1+2 \gamma_{n}\|L\|^{2}}{2}$-averaged. Consequently, since $J_{\lambda_{n}}^{B}$ is $\frac{1}{2}$-averaged, by Lemma 2.1(i) we see that $T_{n}$ is $\frac{3+2 \gamma_{n}\|L\|^{2}}{4}$-averaged. Thus, for each $n \in \mathbb{N}$, we can write

$$
T_{n}=\left(1-\alpha_{n}\right) I+\alpha_{n} V_{n},
$$

where $\alpha_{n}:=\frac{3+2 \gamma_{n}\|L\|^{2}}{4}$ and $V_{n}$ is a nonexpansive mapping.

Subsequently, we also have $\Omega_{L, T}^{A+B}=F\left(T_{n}\right)=F\left(V_{n}\right)$, for all $n \in \mathbb{N}$. Using this fact, for each $x^{*} \in \Omega_{L, T}^{A+B}$, we see that

$$
\begin{align*}
\left\|x_{n+1}-x^{*}\right\|^{2} & =\left\|T_{n} x_{n}-x^{*}\right\|^{2} \\
& =\left\|\left(1-\alpha_{n}\right) x_{n}+\alpha_{n} V_{n} x_{n}-x^{*}\right\|^{2} \\
& =\left\|\left(1-\alpha_{n}\right)\left(x_{n}-x^{*}\right)+\alpha_{n}\left(V_{n} x_{n}-x^{*}\right)\right\|^{2} \\
& =\left(1-\alpha_{n}\right)\left\|x_{n}-x^{*}\right\|^{2}+\alpha_{n}\left\|V_{n} x_{n}-x^{*}\right\|^{2}-\alpha_{n}\left(1-\alpha_{n}\right)\left\|x_{n}-V_{n} x_{n}\right\|^{2} \\
& \leq\left\|x_{n}-x^{*}\right\|^{2}-\alpha_{n}\left(1-\alpha_{n}\right)\left\|x_{n}-V_{n} x_{n}\right\|^{2}, \tag{3.6}
\end{align*}
$$

for each $n \in \mathbb{N}$. Since $I-T_{n}=\alpha_{n}\left(I-V_{n}\right)$, in view of (3.6) we get

$$
\left\|x_{n+1}-x^{*}\right\|^{2} \leq\left\|x_{n}-x^{*}\right\|^{2}-\frac{1-\alpha_{n}}{\alpha_{n}}\left\|x_{n}-T_{n} x_{n}\right\|^{2}
$$

for each $n \in \mathbb{N}$. Thus

$$
\begin{equation*}
\frac{1-\alpha_{n}}{\alpha_{n}}\left\|x_{n}-T_{n} x_{n}\right\|^{2} \leq\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \tag{3.7}
\end{equation*}
$$

for each $n \in \mathbb{N}$. Since $\alpha_{n}=\frac{3+2 \gamma_{n}\|L\|^{2}}{4} \in\left(\frac{3}{4}, 1\right)$, we see that (3.7) implies

$$
\begin{equation*}
0 \leq\left\|x_{n}-x^{*}\right\|^{2}-\left\|x_{n+1}-x^{*}\right\|^{2} \tag{3.8}
\end{equation*}
$$

for each $n \in \mathbb{N}$. Thus, by (3.7) and (3.8), we obtain
(a) for each $x^{*} \in \Omega_{L, T}^{A+B}, \lim _{n \rightarrow \infty}\left\|x_{n}-x^{*}\right\|$ exists;
(b) $\sum_{n=1}^{\infty}\left(1-2 \gamma_{n}\|L\|^{2}\right)\left\|x_{n}-T_{n} x_{n}\right\|^{2}<\infty$.

Consequently, by condition (ii) and (b), we must have $\sum_{n=1}^{\infty}\left\|x_{n}-T_{n} x_{n}\right\|^{2}<\infty$. It turns out that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-x_{n+1}\right\|=\lim _{n \rightarrow \infty}\left\|x_{n}-T_{n} x_{n}\right\|=0 \tag{3.9}
\end{equation*}
$$

Next, we will denote $\omega_{w}\left(x_{n}\right)$ for the set of all weak cluster points of $\left\{x_{n}\right\}$. Let $\left\{x_{n_{j}}\right\}$ be a subsequence of $\left\{x_{n}\right\}$ and $x_{n_{j}} \rightharpoonup \hat{x}$, for some $\hat{x} \in \omega_{w}\left(x_{n}\right)$. Also, we assume that $\lambda_{n_{j}} \rightarrow \hat{\lambda} \in$ ( $0, \frac{\beta}{2}$ ) and $\gamma_{n_{j}} \rightarrow \hat{\gamma} \in\left(0, \frac{1}{2\|L\|^{2}}\right)$.
Set

$$
\hat{T}=J_{\hat{\lambda}}^{B}\left((I-\hat{\lambda} A)-\hat{\gamma} L^{*}(I-T) L\right) .
$$

It follows that $\hat{T}$ is $\frac{3+2 \hat{\gamma}\|L\|^{2}}{4}$-averaged and $F(\hat{T})=\Omega_{L, T}^{A+B}$.
Consider, for each $j \in \mathbb{N}$,

$$
\begin{align*}
\left\|x_{n_{j}}-\hat{T} x_{n_{j}}\right\| \leq & \left\|x_{n_{j}}-x_{n_{j}+1}\right\|+\left\|T_{n_{j}} x_{n_{j}}-\hat{T} x_{n_{j}}\right\| \\
\leq & \left\|x_{n_{j}}-x_{n_{j}+1}\right\|+\left\|J_{\lambda_{n_{j}}}^{B} z_{j}-J_{\hat{\lambda}}^{B} z_{j}\right\| \\
& +\left\|J_{\hat{\lambda}}^{B} z_{j}-\hat{T} x_{n_{j}}\right\|, \tag{3.10}
\end{align*}
$$

where $z_{j}=\left(\left(I-\lambda_{n_{j}} A\right)-\gamma_{n_{j}} L^{*}(I-T) L\right) x_{n_{j}}$. Now, the last term in (3.10) is estimated as follows:

$$
\begin{aligned}
\left\|J_{\hat{\lambda}}^{B} z_{j}-\hat{T} x_{n_{j}}\right\| & =\left\|J_{\hat{\lambda}}^{B}\left(\left(I-\lambda_{n_{j}} A\right)-\gamma_{n_{j}} L^{*}(I-T) L\right) x_{n_{j}}-J_{\hat{\lambda}}^{B}\left((I-\hat{\lambda} A)-\hat{\gamma} L^{*}(I-T) L\right) x_{n_{j}}\right\| \\
& \leq\left\|\left(\left(I-\lambda_{n_{j}} A\right)-\gamma_{n_{j}} L^{*}(I-T) L\right) x_{n_{j}}-\left((I-\hat{\lambda} A)-\hat{\gamma} L^{*}(I-T) L\right) x_{n_{j}}\right\| \\
& \leq\left\|\left(\lambda_{n_{j}}-\hat{\lambda}\right) A x_{n_{j}}\right\|+\left\|\left(\gamma_{n_{j}}-\hat{\gamma}\right) L^{*}(I-T) L x_{n_{j}}\right\| \\
& \leq\left|\lambda_{n_{j}}-\hat{\lambda}\right|\left\|A x_{n_{j}}\right\|+2\left|\gamma_{n_{j}}-\hat{\gamma}\right|\left\|L^{*}\right\|\|L\|\left\|x_{n_{j}}-x^{*}\right\|,
\end{aligned}
$$

for each $j \in \mathbb{N}$. Thus, it follows that

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|J_{\hat{\lambda}}^{B} z_{j}-\hat{T} x_{n_{j}}\right\|=0 \tag{3.11}
\end{equation*}
$$

Next, by using Lemma 2.4, we estimate

$$
\begin{align*}
\left\|J_{\lambda_{j}}^{B} z_{j}-J_{\hat{\lambda}}^{B} z_{j}\right\| & =\left\|J_{\hat{\lambda}}^{B}\left(\frac{\hat{\lambda}}{\lambda_{n_{j}}} z_{j}+\left(1-\frac{\hat{\lambda}}{\lambda_{n_{j}}}\right) J_{\lambda_{n_{j}}}^{B} z_{j}\right)-J_{\hat{\lambda}}^{B} z_{j}\right\| \\
& \leq\left\|\frac{\hat{\lambda}}{\lambda_{n_{j}}} z_{j}+\left(1-\frac{\hat{\lambda}}{\lambda_{n_{j}}}\right) J_{\lambda_{n_{j}}}^{B} z_{j}-z_{j}\right\| \\
& =\left\|\left(1-\frac{\hat{\lambda}}{\lambda}\right) J_{n_{j}}^{B} J_{\lambda_{n_{j}}} z_{j}-\left(1-\frac{\hat{\lambda}}{\lambda_{n_{j}}}\right) z_{j}\right\| \\
& =\left\|\left(1-\frac{\hat{\lambda}}{\lambda_{n_{j}}}\right)\left(J_{\lambda_{n_{j}}}^{B} z_{j}-z_{j}\right)\right\| \\
& =\left|1-\frac{\hat{\lambda}}{\lambda_{n_{j}}}\right|\left\|J_{\lambda_{n_{j}}}^{B} z_{j}-z_{j}\right\| \tag{3.12}
\end{align*}
$$

for each $j \in \mathbb{N}$. This suggests to consider the following computation, for each $j \in \mathbb{N}$ :

$$
\begin{aligned}
\left\|J_{\lambda_{n_{j}}}^{B} z_{j}-z_{j}\right\| & =\left\|T_{n_{j}} x_{n_{j}}-z_{j}\right\| \\
& =\left\|x_{n_{j}+1}-x_{n_{j}}+\lambda_{n_{j}} A x_{n_{j}}+\gamma_{n_{j}} L^{*}(I-T) L x_{n_{j}}\right\| \\
& \leq\left\|x_{n_{j}+1}-x_{n_{j}}\right\|+\lambda_{n_{j}}\left\|A x_{n_{j}}\right\|+\gamma_{n_{j}}\left\|L^{*}(I-T) L x_{n_{j}}\right\| \\
& \leq\left\|x_{n_{j}+1}-x_{n_{j}}\right\|+\lambda_{n_{j}}\left\|A x_{n_{j}}\right\|+2 \gamma_{n_{j}}\left\|L^{*}\right\|\|L\|\left\|x_{n_{j}}-x^{*}\right\| .
\end{aligned}
$$

This implies that $\left\{\left\|\left(J_{\lambda_{n_{j}}}^{B} z_{j}-z_{j}\right)\right\|\right\}$ is a bounded sequence. Consequently, in view of (3.12), we have

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|J_{\lambda_{n_{j}}}^{B} z_{j}-J_{\hat{\lambda}}^{B} z_{j}\right\|=0 . \tag{3.13}
\end{equation*}
$$

Substituting (3.9), (3.11) and (3.13) into (3.10), we get

$$
\begin{equation*}
\lim _{j \rightarrow \infty}\left\|x_{n_{j}}-\hat{T} x_{n_{j}}\right\|=0 \tag{3.14}
\end{equation*}
$$

Thus, by Lemma 2.5, it follows that $\hat{x} \in F(\hat{T})=\Omega_{L, T}^{A+B}$. This shows $\omega_{w}\left(x_{n}\right) \subset \Omega_{L, T}^{A+B}$. Using this one and (a) we can apply Lemma 2.6 to conclude that the sequence $\left\{x_{n}\right\}$ converges weakly to an element in $\Omega_{L, T}^{A+B}$. This completes the proof.

## Remark 3.3

(i) If $A:=0$, the zero operator, then our presented algorithm (3.4) and algorithm (1.7) coincide.
(ii) If $H_{1}=H_{2}$ and $L$ is the identity operator, then the problem (1.9) is reduced to the problem of finding an element of the set $(A+B)^{-1} 0 \cap F(T)$. This type of problem was also studied and considered by many authors; see [31-34] for example.

We will discuss more applications of our main Theorem 3.2 in the next section.

## 4 Applications

In this section, we will show some applications of the problem (1.9) and Theorem 3.2.

### 4.1 Variational inequality problem

Recall that the normal cone to $C$ at $u \in C$ is defined as

$$
N_{C}(u)=\{z \in H:\langle z, y-u\rangle \leq 0, \forall y \in C\} .
$$

It is well known that $N_{C}$ is a maximal monotone operator. In the case $B:=N_{C}: H \rightarrow 2^{H}$ we can verify that the problem (1.8) is reduced to the problem of finding $x^{*} \in C$ such that

$$
\begin{equation*}
\left\langle A x^{*}, x-x^{*}\right\rangle \geq 0, \quad \forall x \in C . \tag{4.1}
\end{equation*}
$$

We will denote $\operatorname{VIP}(C, A)$ for the solution set of the problem (4.1). Also, in this case, we also have $J_{\lambda}^{B}=: P_{C}$ (the metric projection of $H$ onto $C$ ). By the above setting, the problem (1.9) is reduced to finding

$$
\begin{equation*}
x^{*} \in \operatorname{VIP}(C, A) \quad \text { such that } L x^{*} \in F(T) . \tag{4.2}
\end{equation*}
$$

Here, we should denote by $\Omega_{L, T}^{A, C}$ the solution set of the problem (4.2). Subsequently, by applying Theorem 3.2, we obtain the following convergence theorem.

Theorem 4.1 Let $H_{1}$ and $H_{2}$ be Hilbert spaces and let $C$ be a nonempty closed convex subset of $H_{1}$. Let $A: H_{1} \rightarrow H_{1}$ be a $\beta$-ism, $T: H_{2} \rightarrow H_{2}$ be a nonexpansive mapping and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. For any $x_{1} \in H_{1}$, define

$$
x_{n+1}=P_{C}\left(\left(I-\lambda_{n} A\right)-\gamma_{n} L^{*}(I-T) L\right) x_{n}, \quad \forall n \in \mathbb{N},
$$

where the sequence $\left\{\lambda_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ satisfy the following conditions:
(i) $0<a \leq \lambda_{n} \leq b_{1}<\frac{\beta}{2}$,
(ii) $0<a \leq \gamma_{n} \leq b_{2}<\frac{1}{2\|L\|^{2}}$.

If $\Omega_{L, T}^{A, C} \neq \emptyset$ then $\left\{x_{n}\right\}$ converges weakly to an element in $\Omega_{L, T}^{A, C}$.

Remark 4.2 If $H_{1}=H_{2}$ and $L$ is the identity operator, the problem (4.2) was also considered by Takahashi and Toyoda in [35].

### 4.2 Convex minimization problem

We will consider a convex function $f: H \rightarrow R$, which is also Fréchet differentiable. Let $C$ be a given closed convex subset of $H$. In this case, by setting $A:=\nabla f$, the gradient of $f$, and $B:=N_{C}$, the problem of finding $x^{*} \in(A+B)^{-1} 0$ is equivalent to find a point $x^{*} \in C$ such that

$$
\begin{equation*}
\left\langle\nabla f\left(x^{*}\right), x-x^{*}\right\rangle \geq 0, \quad \forall x \in C \tag{4.3}
\end{equation*}
$$

Note that (4.3) is equivalent to the following minimization problem: find $x^{*} \in C$ such that

$$
x^{*} \in \arg \min _{x \in C} f(x)
$$

Thus, in this situation, the problem (1.9) is reduced to the problem of finding

$$
\begin{equation*}
x^{*} \in \arg \min _{x \in C} f(x) \quad \text { such that } L x^{*} \in F(T) \tag{4.4}
\end{equation*}
$$

We will denote by $\Omega_{L, T}^{f, C}$ the solution set of the problem (4.4). Then, by applying Theorem 3.2, we obtain the following result.

Theorem 4.3 Let $H_{1}$ and $H_{2}$ be Hilbert spaces and let $C$ be a nonempty closed convex subset of $H_{1}$. Let $f: H_{1} \rightarrow \mathbb{R}$ be convex and Fréchet differentiable, $\nabla f$ be $\alpha$-Lipschitz, $T$ : $H_{2} \rightarrow H_{2}$ be a nonexpansive mapping and $L: H_{1} \rightarrow H_{2}$ be a bounded linear operator. For any $x_{1} \in H_{1}$, define

$$
x_{n+1}=P_{C}\left(\left(I-\lambda_{n} \nabla f\right)-\gamma_{n} L^{*}(I-T) L\right) x_{n}, \quad \forall n \in \mathbb{N}
$$

where the sequences $\left\{\lambda_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ satisfy the following conditions:
(i) $0<a \leq \lambda_{n} \leq b_{1}<\frac{1}{2 \alpha}$,
(ii) $0<a \leq \gamma_{n} \leq b_{2}<\frac{1}{2\|L\|^{2}}$.

If $\Omega_{L, T}^{f, C} \neq \emptyset$ then $\left\{x_{n}\right\}$ converges weakly to an element in $\Omega_{L, T}^{f, C}$.
Proof Note that if $f: H \rightarrow \mathbb{R}$ is convex and $\nabla f: H \rightarrow H$ is $\alpha$-Lipschitz continuous for $\alpha>0$ then $\nabla f$ is $\frac{1}{\alpha}$-ism (see [36]). Thus, the required result can be obtained immediately from Theorem 3.2.

Remark 4.4 The problem of finding an element in $\Omega_{L, T}^{f, C}$, as in Theorem 4.3, was studied by Iiduka [37], when $L$ is the identity operator on $H_{1}$.

### 4.3 Split common fixed point problem

Let $V: H_{1} \rightarrow H_{1}$ be a nonexpansive mapping. Then, by Lemma 2.1(iii), we know that $A:=$ $I-V$ is a $\frac{1}{2}$-ism. Furthermore, since $A x^{*}=0$ if and only if $x^{*} \in F(V)$, we may see that the problem (1.9) can be reduced to the problem of finding

$$
\begin{equation*}
x^{*} \in F(V) \quad \text { such that } L x^{*} \in F(T), \tag{4.5}
\end{equation*}
$$

where $T: H_{2} \rightarrow H_{2}$ and $L: H_{1} \rightarrow H_{2}$. We will denote by $\Omega_{L, T}^{V}$ the solution set of the problem (4.5). This problem is called the split common fixed point problem (SCFP), and was
studied by many authors; see [38-41] for example. By applying Theorem 3.2, we can obtain the following result.

Theorem 4.5 Let $H_{1}$ and $H_{2}$ be Hilbert spaces. Let $V: H_{1} \rightarrow H_{1}$ and $T: H_{2} \rightarrow H_{2}$ be nonexpansive mappings and $L: H_{1} \rightarrow H_{2}$ a bounded linear operator. For any $x_{1} \in H_{1}$, define

$$
\begin{equation*}
x_{n+1}=\left(1-\lambda_{n}\right) x_{n}+\lambda_{n} V x_{n}-\gamma_{n} L^{*}(I-T) L x_{n}, \quad \forall n \in \mathbb{N}, \tag{4.6}
\end{equation*}
$$

where the sequence $\left\{\lambda_{n}\right\}$ and $\left\{\gamma_{n}\right\}$ satisfy the following conditions:
(i) $0<a \leq \lambda_{n} \leq b_{1}<\frac{1}{4}$,
(ii) $0<a \leq \gamma_{n} \leq b_{2}<\frac{1}{2\|L\|^{2}}$.

If $\Omega_{L, T}^{V} \neq \emptyset$ then $\left\{x_{n}\right\}$ converges weakly to an element in $\Omega_{L, T}^{V}$.

Proof We consider $B:=0$, the zero operator. The required result follows from the fact that the zero operator is monotone and continuous, hence it is a maximal monotone. Moreover, in this case, we see that $J_{\lambda}^{B}$ is the identity operator on $H_{1}$, for each $\lambda>0$. Thus the algorithm (3.4) reduces to (4.6), by setting $A:=I-V$ and $B:=0$.

Remark 4.6 The algorithm (4.6), by considering $V:=P_{C}$ and $T:=P_{Q}$, respectively, can be applied for solving the problem (1.1), which was considered by Xu [4]. In fact, by using Lemma 2.2 in [16], we can show that $\left\{P_{C} x_{n}\right\}$ converges strongly to an element of the problem (1.1).

## 5 Numerical experiments

In this section, we will show some numerical results and discuss on the possible good choices of step size parameters $\lambda_{n}$ and $\gamma_{n}$, those satisfy the control conditions in Theorem 3.2.
Let $H_{1}=\mathbb{R}^{2}$ and $H_{2}=\mathbb{R}^{3}$ be equipped with the Euclidean norm. Let $\hat{x}:=\binom{3}{2} \in H_{1}$ be fixed. We consider an 1-ism operator $P_{C}$, where $C$ is the following convex subset of $H_{1}$ :

$$
C:=\left\{y \in H_{1}:\langle\hat{x}, y\rangle \leq-5\right\} .
$$

Next, for each $x:=\binom{x_{1}}{x_{2}} \in H_{1}$, we will also concern ourselves with the following two norms:

$$
\|x\|_{1}=\left|x_{1}\right|+\left|x_{2}\right| \quad \text { and } \quad\|x\|_{\infty}=\max \left\{\left|x_{1}\right|,\left|x_{2}\right|\right\} .
$$

Consider a function $f: H_{1} \rightarrow \mathbb{R}$ which is defined by

$$
f(x)=\|x\|_{1}, \quad \text { for all } x \in H_{1} .
$$

We know that $f$ is a convex function and its subdifferential, $\partial f$, is

$$
\partial f(x)=\left\{z \in H_{1}:\langle x, z\rangle=\|x\|_{1},\|z\|_{\infty} \leq 1\right\}, \quad \text { for all } x \in H_{1} .
$$

Moreover, since $f$ is a convex function, it is well known that $\partial f(\cdot)$ must be a maximal monotone operator.

On the other hand, let

$$
\tilde{x}=\left(\begin{array}{c}
1 \\
1 \\
-2
\end{array}\right) \quad \text { and } \quad \bar{x}=\left(\begin{array}{c}
1 \\
1 \\
-1
\end{array}\right)
$$

be two fixed vectors in $H_{2}$. We consider a nonempty convex subset $Q_{1} \cap Q_{2}$ of $H_{2}$, where $Q_{1}:=\left\{x \in H_{2}:\|\tilde{x}-x\| \leq 3\right\}$ and $Q_{2}:=\left\{x \in H_{2}:\langle\bar{x}, x\rangle \leq 2\right\}$. We notice that $P_{Q_{1}} P_{Q_{2}}$ is a nonexpansive single value mapping on $H_{2}$. Furthermore, since $Q_{1} \cap Q_{2}$ is a nonempty set, we also know that $F\left(P_{Q_{1}} P_{Q_{2}}\right)=Q_{1} \cap Q_{2}$.

Now, let us consider a $3 \times 2$ matrix

$$
L:=\left[\begin{array}{cc}
1 & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{3} \\
\frac{1}{3} & \frac{1}{4}
\end{array}\right] .
$$

We see that $L$ is a bounded linear operator on $H_{1}$ into $H_{2}$ with $\|L\|=1.3330$.
Based on the above settings, we will present some numerical experiments to show the efficiency of the constructed algorithm (3.4). That is, we are going to show that the algorithm (3.4) converges to a point $x^{*} \in H_{1}$ such that

$$
\begin{equation*}
0 \in\left(P_{C}+\partial f\right)\left(x^{*}\right) \quad \text { and } \quad L x^{*} \in Q_{1} \cap Q_{2} \tag{5.1}
\end{equation*}
$$

We will consider the following five cases of the step size parameters $\lambda_{n}$ and $\gamma_{n}$, with the initial vectors $\binom{-1}{1},\binom{0}{0}$ and $\binom{1}{-1}$ in $H_{1}$ :

Case 1. $\lambda_{n}=0.25, \gamma_{n}=0.14$.
Case 2. $\lambda_{n}=1.0 e^{-04}+\frac{1}{10 n}, \gamma_{n}=1.0 e^{-04}+\frac{1}{10 n}$.
Case 3. $\lambda_{n}=1.0 e^{-04}+\frac{1}{10 n}, \gamma_{n}=0.2799-\frac{1}{10 n}$.
Case 4. $\lambda_{n}=0.4999-\frac{1}{10 n}, \gamma_{n}=1.0 e^{-04}+\frac{1}{10 n}$.
Case 5. $\lambda_{n}=0.4999-\frac{1}{10 n}, \gamma_{n}=0.2799-\frac{1}{10 n}$.
Note that the solution set of the problem (5.1) is $\left\{\left(\frac{2 x-1}{3}\right) \in H_{1}: \frac{1}{2} \leq x \leq \frac{79}{56}\right\}$. From Tables 1, 2 and 3, we may suggest that the larger step size of the parameters $\lambda_{n}$ should provide

Table 1 Influence of the step size parameters $\lambda_{n}$ and $\gamma_{n}$ for the initial vector ( $-1,1$ ) with the 4 decimal places

| $\begin{aligned} & \text { Case } \rightarrow \\ & \#(\text { Iters) } \downarrow \end{aligned}$ | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\mathbf{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors |
| 50 | $\binom{0.4924}{0}$ | 0.0076 | $\binom{0.0343}{0.5622}$ | 0.7300 | $\binom{0.0343}{0.5622}$ | 0.7300 | $\binom{0.4999}{0}$ | $1.0 e^{-04}$ | $\binom{0.4999}{0}$ | $1.0 e^{-}$ |
| 60 | $\binom{0.4966}{0}$ | 0.0034 | $\binom{0.0420}{0.5505}$ | 0.7161 | $\binom{0.0420}{0.5505}$ | 0.7161 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |
| 120 | $\binom{0.5000}{0}$ | 0 | $\binom{0.0708}{0.5073}$ | 0.6645 | $\binom{0.0708}{0.5073}$ | 0.6645 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |
| 250,000 | $\binom{0.5000}{0}$ | 0 | $\binom{0.4999}{0}$ | $1.0 e^{-04}$ | $\binom{0.4999}{0}$ | $1.0 e^{-04}$ | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |
| 275,000 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |

Table 2 Influence of the step size parameters $\lambda_{n}$ and $\gamma_{n}$ for the initial vector $(0,0)$ with the 4 decimal places

| $\begin{aligned} & \hline \text { Case } \rightarrow \\ & \text { \#(Iters) } \downarrow \end{aligned}$ | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors |
| 50 | $\binom{0.4901}{0}$ | 0.0099 | $\binom{0.0654}{0}$ | 0.4346 | $\binom{0.0654}{0}$ | 0.4346 | $\binom{0.4998}{0}$ | $2.0 e^{-04}$ | $\binom{0.4998}{0}$ | $2.0 e^{-04}$ |
| 60 | $\binom{0.4956}{0}$ | 0.0044 | $\binom{0.0680}{0}$ | 0.4320 | $\binom{0.0680}{0}$ | 0.4320 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |
| 120 | $\binom{0.5000}{0}$ | 0 | $\binom{0.0779}{0}$ | 0.4221 | $\binom{0.0779}{0}$ | 0.4221 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |
| 275,000 | $\binom{0.5000}{0}$ | 0 | $\binom{0.4999}{0}$ | $1.0 e^{-04}$ | $\binom{0.4999}{0}$ | $1.0 e^{-04}$ | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |
| 300,000 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 | $\binom{0.5000}{0}$ | 0 |

Table 3 Influence of the step size parameters $\lambda_{n}$ and $\gamma_{n}$ for the initial vector (1,-1) with the 4 decimal places

| $\begin{aligned} & \text { Case } \rightarrow \\ & \#(\text { Iters } \downarrow \end{aligned}$ | 1 |  | 2 |  | 3 |  | 4 |  | 5 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{x}_{\text {Iter }}$ | Errors | $\mathrm{x}_{\text {Iter }}$ | Errors | $\boldsymbol{x}_{\text {Iter }}$ | Errors | $\mathrm{x}_{\text {Iter }}$ | Errors | $\mathrm{x}_{\text {Iter }}$ | Errors |
| 50 | $\binom{0.6997}{0.1331}$ | 0 | $\binom{0.8477}{0.0097}$ | 0.1848 | $\binom{0.8477}{0.0097}$ | 0.1848 | $\binom{0.6758}{0.1172}$ | 0 | $\binom{0.6758}{0.1172}$ | 0 |
| 60 | $\binom{0.6997}{0.1331}$ | 0 | $\binom{0.8457}{0.0126}$ | 0.1813 | $\binom{0.8457}{0.0126}$ | 0.1813 | $\binom{0.6758}{0.1172}$ | 0 | $\binom{0.6758}{0.1172}$ | 0 |
| 120 | $\binom{0.6997}{0.1331}$ | 0 | $\binom{0.8384}{0.0236}$ | 0.1681 | $\binom{0.8384}{0.0236}$ | 0.1681 | $\binom{0.6758}{0.1172}$ | 0 | $\binom{0.6758}{0.1172}$ |  |
| 50,000 | $\binom{0.6997}{0.1331}$ | 0 | $\binom{0.7455}{0.1629}$ | $6.3791 e^{-04}$ | $\binom{0.7455}{0.1629}$ | $6.3791 e^{-04}$ | $\binom{0.6758}{0.1172}$ | 0 | $\binom{0.6758}{0.1172}$ |  |
| 75,000 | $\binom{0.6997}{0.1331}$ | 0 | $\binom{0.7452}{0.1634}$ | 0 | $\binom{0.7452}{0.1634}$ | 0 | $\binom{0.6758}{0.1172}$ | 0 | $\binom{0.6758}{0.1172}$ |  |

a faster convergence, while the step size parameters $\gamma_{n}$ seem to have less impact on the speed of algorithm (3.4) to a solution of the problem (5.1).

Remark 5.1 Note that, for each $x:=\binom{x_{1}}{x_{2}} \in H_{1}$ and $\lambda>0$, we have

$$
J_{\lambda}^{\partial f}(x)=\left\{\binom{u_{1}}{u_{2}} \in H_{1}: u_{i}=x_{i}-\left(\min \left\{\left|x_{i}\right|, \lambda\right\}\right) \operatorname{sgn}\left(x_{i}\right), \text { for } i=1,2\right\},
$$

where $f$ is defined as above and sgn is for the signum function. On the other hand, one can see that, trying to compute $J_{\lambda}^{P_{C}+\partial f}$ will be harder.

## 6 Concluding remarks

This paper can be considered as a refinement of work by Takahashi et al. [16], by providing an algorithm for finding a solution of the main problem (1.9), which is a generalization of the problem that was considered in [16]. Some sufficient conditions for the weak convergence of such introduced algorithm are given. Also, in order to show the significance of the considered problem, some important applications are discussed. Since in this paper we are considering and focusing on the weak convergent type of the constructive algorithm, it should be a natural direction for the next research to study the algorithms and sufficient conditions and focus on strong convergence type.
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