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1 Introduction and preliminaries
A fairly common method in solving some nonlinear problems is to replace the original
problems by a family of regularized (or perturbed) ones. Each of these regularized prob-
lems will be obtained as a limit of these unique solutions to the regularized problems.
In this paper, we will introduce a new viscosity method for the hierarchical fixed point
approach to variational inequality problems.
Let C be a nonempty closed convex subset of a real Hilbert spaceH . A mapping f : C →

C is called a ρ-contraction if there exists a constant ρ ∈ (, ) such that ‖f (x)– f (y)‖ ≤ ‖x–
y‖ for all x, y ∈ C. A mapping T : C → C is said to be nonexpansive if ‖Tx – Ty‖ ≤ ‖x – y‖
for all x, y ∈ C.
Let {Tn} :H →H be a countable family of nonexpansivemappingswith F :=

⋂∞
i= F(Ti) �=

∅ (hence, it is a nonempty closed and convex set []). To hierarchically find a common
fixed point of a countable family of nonexpansive mappings {Tn} with respect to another
nonexpansive mapping S :H →H is to find an x∗ ∈ F such that

〈
x∗ – Sx∗,x∗ – x

〉 ≤ , ∀x ∈ F . (.)

It is easy to see that (.) is equivalent to the following fixed point problem: finding an
x∗ ∈ F such that x∗ = PFSx∗, where PF is themetric projection fromH onto a closed convex
subset F ⊂ H .
The normal cone NF to F is defined by

NF (x) =

⎧⎨
⎩

{u ∈H : 〈y – x,u〉 ≤ ,∀y ∈ F}, x ∈ F ;

∅, x ∈ Fc.
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Then (.) is equivalent to the following variational inclusion problem: finding an x∗ ∈ C
such that

θ ∈ (I – S)x∗ +NF
(
x∗). (.)

The existence problem of hierarchical fixed points for a single nonexpansive mapping
and approximation problem in the setting of Hilbert spaces has been studied by several
authors (see, e.g., [–]).
In , Zhang et al. [] proved a strong convergence theoremby projectionmethod for

solving some variational inequality problems; and under suitable conditions on parame-
ters, they also obtained a weak convergence theorem, which can solve the hierarchical
fixed point problem (.).
However, since the involved mapping T is defined by a convex linear combination of

a countable family of nonexpansive mappings {Tn}, i.e., T =
∑∞

n= λnTn, λn ≥  (∀n ≥ )
with

∑∞
n= λn = , the accurate computation of Txn at each step of the iteration process is

not easily attainable. In addition, the weak convergence was obtained on condition that
the iteration sequence is bounded.
Inspired and motivated by those studies mentioned above, in this paper, we introduce

a new viscosity method for hierarchically approximating some common fixed point of an
infinite family of nonexpansive mappings and prove the strong convergence theorems for
solving some variational inequality problems and hierarchical fixed point problems.
In what follows, we shall make use of the following definitions and lemmas.
Let H be a real Hilbert space. The function φ :H ×H → R is defined by

φ(x, y) := ‖x – y‖ = ‖x‖ – 〈x, y〉 + ‖y‖. (.)

It is obvious from the definition of the function φ that

(‖x‖ – ‖y‖) ≤ φ(x, y)≤ (‖x‖ + ‖y‖). (.)

The function φ also has the following property:

φ(y,x) = φ(z,x) + φ(y, z) + 〈z – y,x – z〉. (.)

The metric projection from H onto C is the mapping PC : H → C for each x ∈ H , there
exists a unique point z = PC(x) such that

‖x – z‖ = inf
y∈C ‖x – y‖ = d(x,C).

Lemma . Let x ∈ H and z ∈ C be any points. Then we have:
() z = PC(x) if and only if the following relation holds

〈x – z, y – z〉 ≤ , ∀y ∈ C.

() There holds the relation

〈
PC(x) – PC(y),x – y

〉 ≥ ∥∥PC(x) – PC(y)
∥∥, ∀x, y ∈H .

This implies that PC :H → C is nonexpansive.
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Lemma . [] Let H be a Hilbert space. Then for all x, y ∈ H and αi ∈ [, ] for i =
, , , . . . ,n such that

∑n
i= αi =  the following equality holds

∥∥∥∥∥
n∑
i=

αixi

∥∥∥∥∥


=
n∑
i=

αi‖xi‖ –
∑

≤i,j≤n

αiαj‖xi – xj‖. (.)

Lemma . [] Let {an}, {δn}, and {bn} be sequences of nonnegative real numbers satisfy-
ing

an+ ≤ ( + δn)an + bn, ∀n≥ . (.)

If
∑∞

n= δn <∞ and
∑∞

n= bn < ∞, then limn→∞ an exists.

Definition . [] () Let {An} : C → C be a sequence of mappings, and let A : C → C be
a mapping. {An} is said to be graph convergent to A if {graph(An)} (the sequence of graph
of An) converges to graph A in the sense of Kuratowski-Painlevé, i.e.,

lim sup
n→∞

graph(An) ⊂ graph(An) ⊂ lim inf
n→∞ graph(An).

() A multi-valued mapping A : H → H is said to be monotone if 〈Ax – Ay,x – y〉 ≥ ,
∀x, y ∈ H . A mapping A : H → H is said to be maximal monotone if it is monotone, and
for any x,u ∈H when

〈u – v,x – y〉 ≥ , ∀(y, v) ∈ graph(A),

we have u ∈ Ax.

Lemma . [] () Let A : H → H be a maximal monotone operator. Then (t–A) graph
converges to NA–() as t → , which provide that A–() �= ∅.
() Let {Bn : H → H} be a sequence of maximal monotone operators, whose graph con-

verges to an operator B. If A is a Lipschitz maximalmonotone operator, then {A+Bn} graph
converges to A + B, and A + B is maximal monotone.

Lemma. Let f :H →H be a contractivemapping, and let T :H →H be a nonexpansive
mapping. Then, the following results are obtained:
() the mapping (I – f ) :H →H is strongly monotone;
() the mapping (I – T) :H →H is monotone, so it is maximal monotone.

2 Main results
Theorem . Let H be a real Hilbert space, and let C be a closed convex nonempty sub-
set of H . Let f : C → C be a contractive mapping with a contractive constant ρ ∈ (, ),
and let {Ti}∞i= : C → C be a sequence of nonexpansive mappings with the interior of
F :=

⋂∞
i= F(Ti) �= ∅. Starting from an arbitrary x ∈ C, define {xn} by

xn+ = αnf (xn) + ( – αn)T∗
nxn, ∀n≥ , (.)

where {αn} is a decreasing sequence in (, ) satisfying the following conditions:

http://www.fixedpointtheoryandapplications.com/content/2013/1/219
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()
∑∞

n= αn < ∞;

()
∑∞

n=(
αn–
αn

– ) < ∞;
()

∑∞
n=

αn––αn
αn

< ∞;
and T∗

n = Tin with in satisfying the positive integer equation: n = i + (m–)m
 (m ≥ i, n =

, , . . .), that is, for each n≥ , there exists a unique in such that

i = , i = , i = , i = , i = , i = ,

i = , i = , i = , i = , i = , . . . .

If f �= , then {xn} converges strongly to some point x∗ = PFfx∗, which is the unique solution
to the following variational inequality

〈
(I – f )x∗,x – x∗〉 ≥ , ∀x ∈ F . (.)

Proof We divide the proof into several steps.
(I) limn→∞ ‖xn – p∗‖ exists, ∀p∗ ∈ F .
For any p∗ ∈ F , from (.), we have that

∥∥xn+ – p∗∥∥ =
∥∥αn

(
f (xn) – p∗) + ( – αn)T∗

n
(
xn – p∗)∥∥

≤ αn
∥∥f (xn) – p∗∥∥ + ( – αn)

∥∥xn – p∗∥∥
≤ αn

∥∥f (xn) – f
(
p∗)∥∥ + αn

∥∥f (p∗) – p∗∥∥ + ( – αn)
∥∥xn – p∗∥∥

≤ αnρ
∥∥xn – p∗∥∥ + αn

∥∥f (p∗) – p∗∥∥ + ( – αn)
∥∥xn – p∗∥∥

≤ ∥∥xn – p∗∥∥ +μn, (.)

where μn = αn‖f (p∗) – p∗‖, and so
∑∞

n= μn < ∞. So by Lemma ., we conclude that
limn→∞ ‖xn – p∗‖ exists, and hence {xn}, {f (xn)} and {T∗

nxn} are bounded.
(II) xn → x∗ ∈ C as n→ ∞.
From (.) and Lemma ., we also have

∥∥xn+ – p∗∥∥ =
∥∥αn

(
f (xn) – p∗) + ( – αn)T∗

n
(
xn – p∗)∥∥

= αn
∥∥f (xn) – p∗∥∥ + ( – αn)

∥∥T∗
n
(
xn – p∗)∥∥

– αn( – αn)
∥∥f (xn) – T∗

nxn
∥∥

≤ αn
(∥∥f (xn) – f

(
p∗)∥∥ +

∥∥f (p∗) – p∗∥∥) + ( – αn)
∥∥xn – p∗∥∥

≤ αnρ
∥∥xn – p∗∥∥ + ( – αn)

∥∥xn – p∗∥∥

+ αn
(
ρ

∥∥f (p∗) – p∗∥∥ · ∥∥xn – p∗∥∥ +
∥∥f (p∗) – p∗∥∥)

≤ ∥∥xn – p∗∥∥ + νn, (.)

where νn := αn(ρ‖f (p∗) – p∗‖ · ‖xn – p∗‖ + ‖f (p∗) – p∗‖) and ∑∞
n= νn < ∞, since {xn} is

bounded and
∑∞

n= αn < ∞.
Furthermore, it follows from (.) that

φ(p,xn) = φ(xn+,xn) + φ(p,xn+) + 〈xn+ – p,xn – xn+〉, ∀p ∈ H .
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This implies that

〈xn+ – p,xn – xn+〉 + 

φ(xn+,xn) =



(
φ(p,xn) – φ(p,xn+)

)
. (.)

Moreover, since the interior of F is nonempty, there exists a p∗ ∈ F and r >  such that
(p∗ + rh) ∈ F , whenever ‖h‖ ≤ . Thus, from (.) and (.), we obtain that

 ≤ 〈
xn+ –

(
p∗ + rh

)
,xn – xn+

〉
+


φ(xn+,xn) +



νn. (.)

Then from (.) and (.), we obtain that

r〈h,xn – xn+〉 ≤ 〈
xn+ – p∗,xn – xn+

〉
+


φ(xn+,xn) +



νn

=


(
φ
(
p∗,xn

)
– φ

(
p∗,xn+

))
+


νn,

and hence

〈h,xn – xn+〉 ≤ 
r

(
φ
(
p∗,xn

)
– φ

(
p∗,xn+

))
+


r

νn. (.)

Since h with ‖h‖ ≤  is arbitrary, we have

‖xn – xn+‖ ≤ 
r

(
φ
(
p∗,xn

)
– φ

(
p∗,xn+

))
+


r

νn. (.)

So, if n >m, then we have that

‖xm – xn‖ ≤
n–∑
j=m

‖xj – xj+‖

≤ 
r

n–∑
j=m

(
φ
(
p∗,xj

)
– φ

(
p∗,xj+

))
+


r

n–∑
j=m

νj

=

r

(
φ
(
p∗,xm

)
– φ

(
p∗,xn

))
+


r

n–∑
j=m

νj. (.)

But we know that {φ(p∗,xn)} converges, and ∑∞
n= νn < ∞. Therefore, we obtain from (.)

that {xn} is a Cauchy sequence. SinceH is complete, there exists an x∗ ∈H such that xn →
x∗ ∈H as n→ ∞. Thus, since {xn} ⊂ C and C is closed and convex, then x∗ ∈ C, that is,

xn → x∗ ∈ C (n→ ∞). (.)

(III) ‖xn – Tixn‖ →  for each i≥  as n→ ∞.
It follows from (.) and (.) that, as n→ ∞,

∥∥xn+ – T∗
nxn

∥∥ = αn
∥∥f (xn) – T∗

nxn
∥∥ →  (.)

and

‖xn+ – xn‖ → , (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/219
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which implies that, by induction, for any nonnegative integer j,

lim
n→∞‖xn+j – xn‖ = . (.)

We then have, as n→ ∞,

∥∥xn – T∗
nxn

∥∥ ≤ ‖xn – xn+‖ +
∥∥xn+ – T∗

nxn
∥∥ → . (.)

For each i ≥ , since

∥∥xn – T∗
n+ixn

∥∥ ≤ ‖xn – xn+i‖ +
∥∥xn+i – T∗

n+ixn
∥∥

≤ ‖xn – xn+i‖ +
∥∥xn+i – T∗

n+ixn+i
∥∥

+
∥∥T∗

n+ixn+i – T∗
n+ixn

∥∥
≤ ‖xn – xn+i‖ +

∥∥xn+i – T∗
n+ixn+i

∥∥, (.)

it follows from (.) and (.) that

lim
n→∞

∥∥xn – T∗
n+ixn

∥∥ = . (.)

Now, for each i≥ , we claim that

lim
n→∞‖xn – Tixn‖ = . (.)

As a matter of fact, setting

n =Nm + i,

where Nm = (m – )m/,m≥ i, we obtain that

‖xn – Tixn‖ ≤ ‖xn – xNm‖ + ‖xNm – Tixn‖
≤ ‖xn – xNm‖ + ∥∥xNm – T∗

Nm+ixNm

∥∥
+

∥∥T∗
Nm+ixNm – Tixn

∥∥
= ‖xn – xNm‖ + ∥∥xNm – T∗

Nm+ixNm

∥∥
+ ‖TixNm – Tixn‖

≤ ‖xn – xNm‖ + ∥∥xNm – T∗
Nm+ixNm

∥∥
= ‖xn – xn–i‖ +

∥∥xNm – T∗
Nm+ixNm

∥∥. (.)

Then, since Nm → ∞ as n → ∞, it follows from (.) and (.) that (.) holds obvi-
ously.
(IV) xn → x∗ = PFfx∗ as n→ ∞, which is the unique solution to the following variational

inequality

〈
(I – f )x∗,x – x∗〉 ≥ , ∀x ∈ F .

http://www.fixedpointtheoryandapplications.com/content/2013/1/219


Deng Fixed Point Theory and Applications 2013, 2013:219 Page 7 of 10
http://www.fixedpointtheoryandapplications.com/content/2013/1/219

It immediately follows from (.) and (.) that

xn → x∗ ∈ F (n→ ∞). (.)

Next, for each i ≥ , we consider the corresponding subsequence {x(i)k }k∈Ni of {xn}, where
Ni is defined by

Ni =
{
k ∈ N : k = j +

(m – )m


,m ≥ j,m ∈N

}
.

For example, by the definition ofN, we haveN = {, , , , , , . . .} and i = i = i = i =
i = i = · · · = . Note that (T∗

k )(i) = Ti, whenever k ∈Ni for each i≥ . It then follows from
(.) that

∥∥x(i)k+ – x(i)k
∥∥ =

∥∥α
(i)
k

(
f
(
x(i)k

)
– f

(
x(i)k–

))
+

(
 – α

(i)
k

)
Ti

(
x(i)k – x(i)k–

)
+

(
α
(i)
k – α

(i)
k–

)(
f
(
x(i)k–

)
– Tix(i)k–

)∥∥
≤ α

(i)
k ρ

∥∥x(i)k – x(i)k–
∥∥ +

(
 – α

(i)
k

)∥∥x(i)k – x(i)k–
∥∥ +M

∣∣α(i)
k – α

(i)
k–

∣∣
≤ ∥∥x(i)k – x(i)k–

∥∥ +M
∣∣α(i)

k – α
(i)
k–

∣∣, (.)

whereM := supk∈Ni ‖f (x(i)k–) – Tix(i)k–‖ < ∞.
Thus, we have

‖x(i)k+ – x(i)k ‖
(α(i)

k )
≤ (α(i)

k–)

(α(i)
k )

‖x(i)k – x(i)k–‖
(α(i)

k–)
+
M|α(i)

k – α
(i)
k–|

(α(i)
k–)

=
(
 + η

(i)
k

)‖x(i)k – x(i)k–‖
(α(i)

k–)
+ γ

(i)
k , (.)

where η
(i)
k := ( α

(i)
k–

α
(i)
k
) – , γ (i)

k := M|α(i)k –α
(i)
k–|

(α(i)k )
;
∑

k∈Ni
η
(i)
k <∞ and

∑
k∈Ni

γ
(i)
k < ∞.

It follows from Lemma . that limk→∞
‖x(i)k+–x

(i)
k ‖

(α(i)k )
exists, and hence { x

(i)
k+–x

(i)
k

(α(i)k )
} is bounded.

Then there exists anMi >  such that ‖x(i)k+–x
(i)
k ‖

Mi(α
(i)
k )

≤ , ∀k ∈Ni.

Taking h = x(i)k+–x
(i)
k

Mi(α
(i)
k )

, we have, from (.),

‖x(i)k – x(i)k+‖
(α(i)

k )
≤ Mi

r
(
φ
(
p∗,x(i)k

)
– φ

(
p∗,x(i)k+

))
+
Mi

r
ν
(i)
k . (.)

This implies that, as Ni � k → ∞,

x(i)k – x(i)k+
α
(i)
k

→ θ . (.)

Furthermore, from (.), we have

x(i)k – x(i)k+
α
(i)
k

=
(
(I – f ) +

 – α
(i)
k

α
(i)
k

(I – Ti)
)
x(i)k . (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/219
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In addition, by Lemmas . and ., (I – f ) + –α
(i)
k

α
(i)
k

(I –Ti) graph converges to (I – f ) +NF(Ti).

Since the graph of (I – f ) +NF(Ti) is weakly-strongly closed, we obtain that by taking into
(.) and (.),

θ ∈ (I – f )x∗ +NF(Ti)
(
x∗). (.)

This implies that 〈(I – f )x∗,x∗ – x〉 ≤ , ∀x ∈ F(Ti), that is,

〈
(I – f )x∗,x – x∗〉 ≥ , ∀x ∈ F , (.)

since F ⊂ F(Ti). The proof is complete. �

Theorem . Let H be a real Hilbert space, and let C be a closed convex nonempty subset
of H . Let S : C → C be a nonexpansive, and let f : C → C be a contractive mapping with
a contractive constant ρ ∈ (, ), and let {Ti}∞i= : C → C be a sequence of nonexpansive
mappings. Let {βi} be a sequence in [, ) with some βi =  and βi →  as i→ ∞. Starting
from an arbitrary x ∈ C, define {xn} by

xn+ = αnf (xn) + ( – αn)
(
β∗
nSxn +

(
 – β∗

n
)
T∗∗
n xn

)
, ∀n≥ , (.)

where {αn} ⊂ (, ) satisfying the same conditions as inTheorem .; β∗
n = βin ,T∗∗

n = T∗
in with

in satisfying the positive integer equation n = i+ (m–)m
 (m≥ i, n = , , . . .), and T∗

n denotes
the same as that in Theorem .. For each i ≥ , a sequence of nonexpansive mappings
{Gi}∞i= : C → C is defined by

Gix = βiSx + ( – βi)T∗
i x, ∀i≥ . (.)

If the interior of F̃ :=
⋂∞

i= F(Gi) �= ∅, then {xn} converges strongly to some point x∗ = PFfx∗,
which is the unique solution to the following variational inequality

〈
(I – f )x∗,x – x∗〉 ≥ , ∀x ∈ F . (.)

Proof For each j ≥ , setting �j := {n ∈N : n = j + (m–)m
 ,m ≥ j}, then we have

Gix = βiSx + ( – βi)Tjx, ∀i ∈ �j. (.)

Hence, for any p ∈ F̃ ,

p = lim
�j�i→∞Gip = lim

�j�i→∞
(
βiSp + ( – βi)Tjp

)
= Tjp, ∀j ≥ , (.)

which means that p ∈ F , i.e., F̃ ⊂ F . Since there exists some βi = , we also have F ⊂
F(Gi ).
Now, for each n ≥ , putting G∗

n = Gin with in satisfying the positive integer equation:
n = i + (m–)m

 (m≥ i,m ∈ N), we have

G∗
nx =Ginx = βinSx + ( – βin )T

∗
inx = β∗

nSx +
(
 – β∗

n
)
T∗∗
n x, ∀n≥ . (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/219
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It then follows from (.) that

xn+ = αnf (xn) + ( – αn)G∗
nxn, ∀n≥ . (.)

Therefore, by the assumption that the interior of F̃ �= ∅ and Theorem ., {xn} converges
strongly to some point x∗ ∈ F̃ ⊂ F such that 〈(I – f )x∗,x – x∗〉 ≥ , ∀x ∈ F(Gi ), i.e.,

〈
(I – f )x∗,x – x∗〉 ≥ , ∀x ∈ F , (.)

since F ⊂ F(Gi ). This is equivalent to x∗ = PFfx∗, which is the unique solution to the vari-
ational inequality above. The proof is complete. �

Theorem . Let H be a real Hilbert space. Let S : H → H be a nonexpansive and f :
H → H be a contractive mapping with a contractive constant ρ ∈ (, ), and let {Ti}∞i= :
H →H be a sequence of nonexpansive mappings. Let {βi} be a sequence in (, ) with βi →
 as i → ∞. Starting from an arbitrary x ∈ C, define {xn} by (.), where {αn} ⊂ (, )
satisfying the same conditions as in Theorem .; β∗

n = βin , T∗∗
n = T∗

in with in satisfying the
positive integer equation: n = i+ (m–)m

 (m ≥ i, n = , , . . .) and T∗
n denotes the same as that

in Theorem .. If the interior of F̃ :=
⋂∞

i= F(Gi) �= ∅, where {Gi}∞i= : H → H is defined the
same as that in Theorem ., then {xn} converges strongly to some point x∗ ∈ H , which is a
solution to the hierarchical fixed point problem (.), i.e., x∗ ∈ F such that

〈
x∗ – Sx∗,x∗ – x

〉 ≤ , ∀x ∈ F . (.)

Proof Letting �i denotes the same as that in Theorem ., we have,

xn+ = αnf (xn) + ( – αn)
(
βiSxn + ( – βi)T∗

i xn
)
, ∀n ∈ �i. (.)

By Theorem ., xn → x∗ ∈ F as n → ∞. Taking limit on both sides in the equality above
yields that

x∗ = βiSx∗ + ( – βi)x∗, (.)

that is,

x∗ = Sx∗. (.)

This implies that x∗ ∈ F is a solution to the fixed point problem (.), i.e., it is a hierar-
chically common fixed point of a countable family of nonexpansive mappings {Ti}∞i= with
respect to another nonexpansive mapping S. The proof is complete. �

Remark . Since the strong convergence theorems for solving some variational inequal-
ity problems and hierarchical fixed point problems are obtained without the aid of the
convex linear combination of a countable family of nonexpansive mappings, the results in
this article improve those of the authors with related interest.
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