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Abstract
Let C be a closed and convex subset of a real Hilbert space H. Let T be a 2-generalized
hybrid mapping of C into itself, let A be an α-inverse strongly-monotone mapping of
C into H, and let B and F be maximal monotone operators on D(B)⊂ C and D(F)⊂ C
respectively. The purpose of this paper is to introduce a general iterative scheme for
finding a point of F(T )∩ (A + B)–10∩ F–10 which is a unique solution of a hierarchical
variational inequality, where F(T ) is the set of fixed points of T , (A + B)–10 and F–10 are
the sets of zero points of A + B and F, respectively. A strong convergence theorem is
established under appropriate conditions imposed on the parameters. Further, we
consider the problem for finding a common element of the set of solutions of a
mathematical model related to mixed equilibrium problems and the set of fixed
points of a 2-generalized hybrid mapping in a real Hilbert space.

Keywords: 2-generalized hybrid mapping; inverse strongly monotone mapping;
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1 Introduction
LetH be a Hilbert space, and let C be a nonempty closed convex subset ofH . Let N and R

be the sets of all positive integers and real numbers, respectively. Let ϕ : C →R be a real-
valued function, and let f : C×C →R be an equilibrium bifunction, that is, f (u,u) =  for
each u ∈ C. The mixed equilibrium problem is to find x ∈ C such that

f (x, y) + ϕ(y) – ϕ(x)≥  for all y ∈ C. (.)

Denote the set of solutions of (.) by MEP(f ,ϕ). In particular, if ϕ = , this problem re-
duces to the equilibrium problem, which is to find x ∈ C such that

f (x, y) ≥  for all y ∈ C. (.)

The set of solutions of (.) is denoted by EP(f ). The problem (.) is very general in the
sense that it includes, as special cases, optimization problems, variational inequalities,
min-max problems, the Nash equilibrium problems in noncooperative games and others;
see, for example, Blum-Oettli [] and Moudafi []. Numerous problems in physics, opti-
mization and economics reduce to finding a solution of the problem (.).
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Let T be a mapping of C into C. We denote by F(T) := {x ∈ C : Tx = x} the set of fixed
points of T . A mapping T : C → C is said to be nonexpansive if ‖Tx–Ty‖ ≤ ‖x– y‖ for all
x, y ∈ C. The mapping T : C → C is said to be firmly nonexpansive if

‖Tx – Ty‖ ≤ 〈x – y,Tx – Ty〉 for all x, y ∈ C; (.)

see, for instance, Browder [] and Goebel and Kirk []. The mapping T : C → C is said to
be firmly nonspreading [] if

‖Tx – Ty‖ ≤ ‖Tx – y‖ + ‖x – Ty‖ (.)

for all x, y ∈ C. Iemoto and Takahashi [] proved that T : C → C is nonspreading if and
only if

‖Tx – Ty‖ ≤ ‖x – y‖ + 〈x – Tx, y – Ty〉 (.)

for all x, y ∈ C. It is not hard to know that a nonspreadingmapping is deduced from a firmly
nonexpansive mapping; see [, ] and a firmly nonexpansive mapping is a nonexpansive
mapping.
In , Kocourek et al. [] introduced a class of nonlinear mappings, say generalized

hybrid mappings. A mapping T : C → C is said to be generalized hybrid if there are α,β ∈
R such that

α‖Tx – Ty‖ + ( – α)‖x – Ty‖ ≤ β‖Tx – y‖ + ( – β)‖x – y‖ (.)

for all x, y ∈ C. We call such a mapping an (α,β)-generalized hybrid mapping. We ob-
serve that the mappings above generalize several well-known mappings. For example, an
(α,β)-generalized hybrid mapping is nonexpansive for α =  and β = , nonspreading for
α =  and β = , and hybrid for α = 

 and β = 
 .

Recently, Maruyama et al. [] defined a more general class of nonlinear mappings than
the class of generalized hybrid mappings. Such a mapping is a -generalized hybrid map-
ping. A mapping T is called -generalized hybrid if there exist α,α,β,β ∈ R such that

α
∥∥Tx – Ty

∥∥ + α‖Tx – Ty‖ + ( – α – α)‖x – Ty‖

≤ β
∥∥Tx – y

∥∥ + β‖Tx – y‖ + ( – β – β)‖x – y‖ (.)

for all x, y ∈ C; see [] for more details. We call such a mapping an (α,α,β,β)-
generalized hybridmapping.We can also show that if T is a -generalized hybridmapping
and x = Tx, then for any y ∈ C,

α‖x – Ty‖ + α‖x – Ty‖ + ( – α – α)‖x – Ty‖

≤ β‖x – y‖ + β‖x – y‖ + ( – β – β)‖x – y‖,

and hence ‖x–Ty‖ ≤ ‖x–y‖. Thismeans that a -generalized hybridmapping with a fixed
point is quasi-nonexpansive. We observe that the -generalized hybrid mappings above
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generalize several well-known mappings. For example, a (,α, ,β)-generalized hybrid
mapping is an (α,β)-generalized hybrid mapping in the sense of Kocourek et al. [].
Recall that a linear bounded operator B is strongly positive if there is a constant γ̄ > 

with the property

〈Vx,x〉 ≥ γ̄ ‖x‖ for all x ∈H . (.)

In general, a nonlinear operator V : H → H is called strongly monotone if there exists
γ̄ >  such that

〈x – y,Vx –Vy〉 ≥ γ̄ ‖x – y‖ for all x, y ∈H . (.)

Such V is called γ̄ -strongly monotone. A nonlinear operator V : H → H is called Lips-
chitzian continuous if there exists L >  such that

‖Vx –Vy‖ ≤ L‖x – y‖ for all x, y ∈H . (.)

Such V is called L-Lipschitzian continuous. Amapping A : C →H is said to be α-inverse-
strongly monotone if 〈x– y,Ax–Ay〉 ≥ α‖Ax–Ay‖ for all x, y ∈ C. It is known that ‖Ax–
Ay‖ ≤ ( 

α
)‖x – y‖ for all x, y ∈ C if A is α-inverse-strongly monotone; see, for example,

[–].
Many studies have been done for structuring the fixed point of a nonexpansive map-

ping T . In , Mann [] introduced the iteration as follows: a sequence {xn} defined
by

xn+ = αnxn + ( – αn)Txn, (.)

where the initial guess x ∈ C is arbitrary and {αn} is a real sequence in [, ]. It is known
that under appropriate settings the sequence {xn} converges weakly to a fixed point of T .
However, even in a Hilbert space, Mann iteration may fail to converge strongly; for ex-
ample, see []. Some attempts to construct an iteration method guaranteeing the strong
convergence have been made. For example, Halpern [] proposed the so-called Halpern
iteration

xn+ = αnu + ( – αn)Txn, (.)

where u,x ∈ C are arbitrary and {αn} is a real sequence in [, ] which satisfies αn → ,∑∞
n= αn =∞ and

∑∞
n= |αn –αn+| < ∞. Then {xn} converges strongly to a fixed point of T ;

see [, ].
In , Baillon [] first introduced the nonlinear ergodic theorem in a Hilbert space

as follows:

Snx =

n

n–∑
k=

Tkx (.)

converges weakly to a fixed point of T for some x ∈ C. Recently Hojo et al. [] proved the
strong convergence theorem of Halpern type [] for -generalized hybrid mappings in a
Hilbert space as follows.
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Theorem . Let C be a nonempty, closed and convex subset of a Hilbert space H . Let T :
C → C be a -generalized hybrid mapping with F(T) �= ∅. Suppose that {xn} is a sequence
generated by x = x ∈ C, u ∈ C and

xn+ = γnu + ( – γn)

n

n–∑
k=

Tkxn, ∀n ∈N, (.)

where  ≤ γn ≤ , limn→∞ γn =  and
∑∞

n= γn =∞. Then {xn} converges strongly to PF(T)u.

Let B be a mapping of H into H . The effective domain of B is denoted by D(B), that
is, D(B) = {x ∈ H : Bx �= ∅}. A multi-valued mapping B on H is said to be monotone if
〈x– y,u– v〉 ≥  for all x, y ∈D(B), u ∈ Bx, and v ∈ By. A monotone operator B onH is said
to be maximal if its graph is not properly contained in the graph of any other monotone
operator on H . For a maximal monotone operator B on H and r > , we may define a
single-valued operator Jr = (I + rB)– : H → D(B), which is called the resolvent of B for r.
We denote by Ar = 

r (I – Jr) the Yosida approximation of B for r > . We know [] that

Arx ∈ BJrx, ∀x ∈ H , r > . (.)

Let B be a maximal monotone operator on H , and let B– = {x ∈ H :  ∈ Bx}. It is known
that the resolvent Jr is firmly nonexpansive and B– = F(Jr) for all r > , i.e.,

‖Jrx – Jry‖ ≤ 〈x – y, Jrx – Jry〉, ∀x, y ∈H . (.)

Recently, in the case when T : C → C is a nonexpansive mapping, A : C → H is an
α-inverse strongly monotone mapping and B ∈ H × H is a maximal monotone oper-
ator, Takahashi et al. [] proved a strong convergence theorem for finding a point of
F(T) ∩ (A + B)–, where F(T) is the set of fixed points of T and (A + B)– is the set
of zero points of A + B. In , for finding a point of the set of fixed points of T and the
set of zero points of A + B in a Hilbert space, Manaka and Takahashi [] introduced an
iterative scheme as follows:

xn+ = βnxn + ( – βn)T
(
Jλn (I – λnA)xn

)
, (.)

where T is a nonspreading mapping, A is an α-inverse strongly monotone mapping and
B is a maximal monotone operator such that Jλ = (I – λB)–; {βn} and {λn} are sequences
which satisfy  < c ≤ βn ≤ d <  and  < a ≤ λn ≤ b < α. Then they proved that {xn}
converges weakly to a point p = limn→∞ PF(T)∩(A+B)–()xn.
Very recently, Liu et al. [] generalized the iterative algorithm (.) for finding a com-

mon element of the set of fixed points of a nonspreading mapping T and the set of zero
points of a monotone operator A+B (A is an α-inverse strongly monotonemapping and B
is a maximal monotone operator). More precisely, they introduced the following iterative
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scheme:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x = x ∈ H arbitrarily,

zn = Jλn (I – λnA)xn,

yn = 
n
∑n–

k=Tkzn,

xn+ = αnu + ( – αn)yn for all n ∈N,

(.)

where {αn} is an appropriate sequence in [, ]. They obtained strong convergence theo-
rems about a common element of the set of fixed points of a nonspreading mapping and
the set of zero points of an α-inverse strongly monotone mapping and a maximal mono-
tone operator in a Hilbert space.
On the other hand, iterativemethods for nonexpansivemappings have recently been ap-

plied to solve convexminimization problems; see, e.g., [–] and the references therein.
Convex minimization problems have a great impact and influence on the development
of almost all branches of pure and applied sciences. A typical problem is to minimize a
quadratic function over the set of fixed points a nonexpansive mapping on a real Hilbert
space:

θ (x) =min
x∈C



〈Vx,x〉 – 〈x,b〉, (.)

where V is a linear bounded operator, C is the fixed point set of a nonexpansive map-
ping T and b is a given point in H . Let H be a real Hilbert space. In [], Marino and Xu
introduced the following general iterative scheme based on the viscosity approximation
method introduced by Moudafi []:

xn+ = (I – αnV )Txn + αnγ f (xn), n≥ , (.)

where V is a strongly positive bounded linear operator on H . They proved that if the
sequence {αn} of parameters satisfies appropriate conditions, then the sequence {xn} gen-
erated by (.) converges strongly to the unique solution of the variational inequality

〈
(V – γ f )x∗,x – x∗〉 ≥ , x ∈ C,

which is the optimality condition for the minimization problem

min
x∈C



〈Vx,x〉 – h(x), (.)

where h is a potential function for γ f (i.e., h′(x) = γ f (x) for x ∈H).
Recently, Tian [] introduced the following general iterative scheme based on the vis-

cosity approximation method induced by a γ̄ -strongly monotone and a L-Lipschitzian
continuous operator V on H

xn+ = αnγ g(xn) + (I –μαnV )Txn,

for all n ∈N, whereμ,γ ∈R satisfying  < μ < γ̄
L ,  < γ < μ(γ̄ – Lμ

 )/k, g is a k-contraction
ofH into itself andT is a nonexpansivemapping onH . It is proved, under some restrictions
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on the parameters, in [] that {xn} converges strongly to a point p ∈ F(T) which is a
unique solution of the variational inequality

〈
(V – γ g)p,q – p

〉 ≥ , ∀q ∈ F(T).

Very recently, Lin and Takahashi [] obtained the strong convergence theorem for find-
ing a point p ∈ (A + B)– ∩ F– which is a unique solution of a hierarchical variational
inequality, where A is an α-inverse strongly-monotone mapping of C into H , and B and
F are maximal monotone operators on D(B) ⊂ C and D(F) ⊂ C, respectively. More pre-
cisely, they introduced the following iterative scheme: Let x = x ∈ H and let {xn} ⊂ H be
a sequence generated

xn+ = αnγ g(xn) + (I – αnV )Jλn (I – λnA)Trnxn for all n ∈N, (.)

where {αn} ⊂ (, ), {λn} ⊂ (,∞) and {rn} ⊂ (,∞) satisfy certain appropriate conditions,
Jλ = (I + λB)– and Tr = (I + rF)– are the resolvents of B for λ >  and F for r > , respec-
tively.
In this paper, motivated by the mentioned results, let C be a closed and convex subset

of a real Hilbert space H . Let T be a -generalized hybrid mapping of C into itself, let A
be an α-inverse strongly-monotone mapping of C into H , and let B and F be maximal
monotone operators on D(B) ⊂ C and D(F) ⊂ C respectively. We introduce a new gen-
eral iterative scheme for finding a common element of F(T) ∩ (A + B)– ∩ F– which
is a unique solution of a hierarchical variational inequality, where F(T) is the set of fixed
points of T , (A + B)– and F– are the sets of zero points of A + B and F , respectively.
Then, we prove a strong convergence theorem. Further, we consider the problem for find-
ing a common element of the set of solutions of a mathematical model related to mixed
equilibrium problems and the set of fixed points of a -generalized hybrid mapping in a
real Hilbert space.

2 Preliminaries
Let H be a real Hilbert space with the inner product 〈·, ·〉 and the norm ‖ · ‖, respectively.
Let C be a nonempty closed convex subset of H . The nearest point projection of H onto
C is denoted by PC , that is, ‖x – PCx‖ ≤ ‖x – y‖ for all x ∈ H and y ∈ C. Such PC is called
the metric projection of H onto C. We know that the metric projection PC is firmly non-
expansive, i.e.,

‖PCx – PCy‖ ≤ 〈PCx – PCy,x – y〉 (.)

for all x, y ∈ H . Furthermore, 〈PCx – PCy,x – y〉 ≤  holds for all x ∈ H and y ∈ C; see [].
Let α >  be a given constant.
We also know the following lemma from [].

Lemma . Let H be a real Hilbert space, and let B be a maximal monotone operator
on H . For r >  and x ∈H , define the resolvent Jrx. Then the following holds:

s – t
s

〈Jsx – Jtx, Jsx – x〉 ≥ ‖Jsx – Jtx‖ (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/246


Wangkeeree and Boonkong Fixed Point Theory and Applications 2013, 2013:246 Page 7 of 23
http://www.fixedpointtheoryandapplications.com/content/2013/1/246

for all s, t >  and x ∈H .

From Lemma ., we have that

‖Jλx – Jμx‖ ≤ (|λ –μ|/λ)‖x – Jλx‖ (.)

for all λ,μ >  and x ∈H ; see also [, ]. To prove ourmain result, we need the following
lemmas.

Remark . It is not hard to know that if A is an α-inverse strongly monotone mapping,
then it is 

α
-Lipschitzian and hence uniformly continuous. Clearly, the class of monotone

mappings includes the class of α-inverse strongly monotone mappings.

Remark . It is well known that if T : C → C is a nonexpansive mapping, then I – T is

 -inverse strongly monotone, where I is the identity mapping onH ; see, for instance, [].
It is known that the resolvent Jr is firmly nonexpansive and B– = F(Jr) for all r > .

Lemma . [] Let H be a real Hilbert space, and let C be a nonempty closed convex
subset of H . Let α > . Let A be an α-inverse strongly monotone mapping of C into H , and
let B be a maximal monotone operator on H such that the domain of B is included in C.
Let Jλ = (I + λB)– be the resolvent of B for any λ > . Then the following hold:

(i) if u, v ∈ (A + B)–(), then Au = Av;
(ii) for any λ > , u ∈ (A + B)–() if and only if u = Jλ(I – λA)u.

Lemma . [, ] Let {an} be a sequence of nonnegative real numbers satisfying the
property

an+ ≤ ( – tn)an + bn + tncn,

where {tn}, {bn} and {cn} satisfy the restrictions:
(i)

∑∞
n= tn =∞;

(ii)
∑∞

n= bn <∞;
(iii) lim supn→∞ cn ≤ .

Then {an} converges to zero as n → ∞.

Lemma . [] Let H be a Hilbert space, and let g : H → H be a k-contraction with
 < k < . Let V be a γ̄ -strongly monotone and L-Lipschitzian continuous operator on H
with γ̄ >  and L > . Let a real number γ satisfy  < γ < γ̄

k . Then V – γ g : H → H is a
(γ̄ – γ k)-strongly monotone and (L + γ k)-Lipschitzian continuous mapping. Furthermore,
let C be a nonempty closed convex subset of H . Then PC(I – V + γ g) has a unique fixed
point z in C. This point z ∈ C is also a unique solution of the variational inequality

〈
(V – γ f )z,q – z

〉 ≥ , ∀q ∈ C.

3 Main results
In this section, we are in a position to propose a new general iterative sequence for -
generalized hybridmappings and establish a strong convergence theorem for the proposed
sequence.

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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Theorem . Let H be a real Hilbert space, and let C be a nonempty, closed and convex
subset of H . Let α >  andA be an α-inverse-stronglymonotonemapping of C intoH . Let the
set-valued maps B : D(B) ⊂ C → H and F : D(F) ⊂ C → H be maximal monotone. Let
Jλ = (I +λB)– and Tr = (I + rF)– be the resolvents of B for λ >  and F for r > , respectively.
Let  < k <  and let g be a k-contraction of H into itself.Let V be a γ̄ -stronglymonotone and
L-Lipschitzian continuous operator with γ̄ >  and L > . Let T : C → C be a -generalized
hybrid mapping such that � := F(T)∩ (A + B)–∩ F– �= ∅. Take μ,γ ∈R as follows:

 < μ <
γ̄
L

,  < γ <
γ̄ – Lμ


k

.

Let the sequence {xn} ⊂H be generated by

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x = x ∈ H arbitrarily,

zn = Jλn (I – λnA)Trnxn,

yn = 
n
∑n–

k=Tkzn,

xn+ = αnγ g(xn) + (I – αnV )yn, ∀n = , , . . . ,

(.)

where the sequences {αn}, {λn} and {rn} satisfy the following restrictions:
(i) {αn} ⊂ [, ], limn→∞ αn =  and

∑∞
n= αn =∞;

(ii) there exist constants a and b such that  < a≤ λn ≤ b < α for all n ∈N;
(iii) lim infn→∞ rn > .

Then {xn} converges strongly to a point p of�,where p is a unique fixed point of P�(I–V +
γ g). This point p ∈ � is also a unique solution of the hierarchical variational inequality

〈
(V – γ g)p,q – p

〉 ≥ , ∀q ∈ �. (.)

Proof First we prove that {xn} is bounded and limn→∞ ‖xn – p‖ exists for all p ∈ �. Let
p ∈ �, we have that p = Jλn (I – λnA)p and p = Trnp. Putting un = Trnxn, we have that

‖zn – p‖ =
∥∥Jλn (I – λnA)Trnxn – Jλn (I – λnA)p

∥∥

≤ ∥∥(Trnxn – Trnp) – λn(ATrnxn –ATrnp)
∥∥

= ‖Trnxn – Trnp‖ – λn〈un – p,Aun –Ap〉 + λ
n‖Aun –Ap‖

≤ ‖un – p‖ – λnα‖Aun –Ap‖ + λ
n‖Aun –Ap‖

≤ ‖xn – p‖ – λn(α – λn)‖Aun –Ap‖

≤ ‖xn – p‖. (.)

This together with quasi-nonexpansiveness of T implies that

‖yn – p‖ =

∥∥∥∥∥ 
n

n–∑
k=

Tkzn – p

∥∥∥∥∥
≤ 

n

n–∑
k=

∥∥Tkzn – p
∥∥

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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≤ 
n

n–∑
k=

‖zn – p‖

= ‖zn – p‖ ≤ ‖xn – p‖. (.)

Therefore, we have

‖xn+ – p‖ =
∥∥αn

(
γ g(xn) –Vp

)
+ (I – αnV )yn – (I – αnV )p

∥∥
≤ αn

∥∥γ g(xn) –Vp
∥∥ +

∥∥(I – αnV )yn – (I – αnV )p
∥∥

≤ αnγ k‖xn – p‖ + αn
∥∥γ g(p) –Vp

∥∥ +
∥∥(I – αnV )yn – (I – αnV )p

∥∥. (.)

Putting τ = γ̄ – Lμ
 , we can calculate the following:

∥∥(I – αnV )yn – (I – αnV )p
∥∥ =

∥∥(yn – p) – αn(Vyn –Vp)
∥∥

= ‖yn – p‖ – αn〈yn – p,Vyn –Vp〉 + α
n‖Vyn –Vp‖

≤ ‖yn – p‖ – αnγ̄ ‖yn – p‖ + α
nL

‖yn – p‖

=
(
 – αnγ̄ + α

nL
)‖yn – p‖

=
(
 – αnτ – αnLμ + α

nL
)‖yn – p‖

≤ (
 – αnτ – αn

(
Lμ – αnL

)
+ α

nτ
)‖yn – p‖

≤ (
 – αnτ + α

nτ
)‖yn – p‖

= ( – αnτ )‖yn – p‖. (.)

Since  – αnτ > , we obtain that

∥∥(I – αnV )yn – (I – αnV )p
∥∥ ≤ ( – αnτ )‖yn – p‖.

Therefore, by (.), we have

‖xn+ – p‖ ≤ αnγ k‖xn – p‖ + αn
∥∥γ g(p) –Vp

∥∥ + ( – αnτ )‖yn – p‖
≤ αnγ k‖xn – p‖ + αn

∥∥γ g(p) –Vp
∥∥ + ( – αnτ )‖xn – p‖

=
(
 – αn(τ – γ k)

)‖xn – p‖ + αn
∥∥γ g(p) –Vp

∥∥
=

(
 – αn(τ – γ k)

)‖xn – p‖ + αn(τ – γ k)
‖γ g(p) –Vp‖

τ – γ k

≤ max

{
‖xn – p‖, ‖γ g(p) –Vp‖

τ – γ k

}
for all n ∈ N,

which yields that the sequence {‖xn – p‖} is bounded, so are {xn}, {yn}, {Vyn}, {g(xn)} and
{Tnzn}. Using Lemma ., we can take a unique p ∈ � of the hierarchical variational
inequality

〈
(V – γ g)p,q – p

〉 ≥ , ∀q ∈ �. (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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We show that lim supn→∞〈(V – γ g)p,xn – p〉 ≥ . We may assume, without loss of gen-
erality, that there exists a subsequence {xnk } of {xn} converging to w ∈ C, as k → ∞, such
that

lim sup
n→∞

〈
(V – γ g)p,xn – p

〉
= lim

k→∞
〈
(V – γ g)p,xnk – p

〉
.

Since {‖xnk – p‖} is bounded, there exists a subsequence {xnki } of {xnk } such that
limi→∞ ‖xnki – p‖ exists. Now we shall prove that w ∈ �.
(a) We first prove w ∈ F(T). We notice that

‖xn+ – yn‖ =
∥∥αnγ g(xn) + (I – αnV )yn – yn

∥∥ = αn
∥∥γ g(xn) –Vyn

∥∥.
In particular, replacing n by nki and taking i→ ∞ in the last equality, we have

lim
i→∞‖xnki+ – ynki ‖ = ,

so we have ynki ⇀ w. Since T is -generalized hybrid, there exist α,α,β,β ∈R such that

α
∥∥Tx – Ty

∥∥ + α‖Tx – Ty‖ + ( – α – α)‖x – Ty‖

≤ β
∥∥Tx – y

∥∥ + β‖Tx – y‖ + ( – β – β)‖x – y‖

for all x, y ∈ C. For any n ∈N and k = , , , . . . ,n – , we compute the following:

 ≤ β
∥∥TTkzn – y

∥∥ + β
∥∥TTkzn – y

∥∥ + ( – β – β)
∥∥Tkzn – y

∥∥

– α
∥∥TTkzn – Ty

∥∥ – α
∥∥TTkzn – Ty

∥∥ – ( – α – α)
∥∥Tkzn – Ty

∥∥

= β
∥∥Tk+zn – y

∥∥ + β
∥∥Tk+zn – y

∥∥ + ( – β – β)
∥∥Tkzn – y

∥∥

– α
∥∥Tk+zn – Ty

∥∥ – α
∥∥Tk+zn – Ty

∥∥ – ( – α – α)
∥∥Tkzn – Ty

∥∥

≤ β
{∥∥Tk+zn – Ty

∥∥ + ‖Ty – y‖} + β
{∥∥Tk+zn – Ty

∥∥ + ‖Ty – y‖}
+ ( – β – β)

{∥∥Tkzn – Ty
∥∥ + ‖Ty – y‖} – α

∥∥Tk+zn – Ty
∥∥

– α
∥∥Tk+zn – Ty

∥∥ – ( – α – α)
∥∥Tkzn – Ty

∥∥

= β
{∥∥Tk+zn – Ty

∥∥ + ‖Ty – y‖ + 
〈
Tk+zn – Ty,Ty – y

〉}
+ β

{∥∥Tk+zn – Ty
∥∥ + ‖Ty – y‖ + 

〈
Tk+zn – Ty,Ty – y

〉}
+ ( – β – β)

{∥∥Tkzn – Ty
∥∥ + ‖Ty – y‖ + 

〈
Tkzn – Ty,Ty – y

〉}
– α

∥∥Tk+zn – Ty
∥∥ – α

∥∥Tk+zn – Ty
∥∥ – ( – α – α)

∥∥Tkzn – Ty
∥∥

= (β – α)
∥∥Tk+zn – Ty

∥∥ + (β – α)
∥∥Tk+zn – Ty

∥∥

+ (α + α – β – β)
∥∥Tkzn – Ty

∥∥

× (β + β +  – β – β)‖Ty – y‖ + 
〈
βTk+zn – βTy + βTk+zn – βTy

+ ( – β – β)Tkzn – ( – β – β)Ty,Ty – y
〉

= (β – α)
∥∥Tk+zn – Ty

∥∥ + (β – α)
∥∥Tk+zn – Ty

∥∥

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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–
(
(β – α) + (α – β)

)∥∥Tkzn – Ty
∥∥ + ‖Ty – y‖

+ 
〈
βTk+zn + βTk+zn + ( – β – β)Tkzn – Ty,Ty – y

〉
= (β – α)

(∥∥Tk+zn – Ty
∥∥ –

∥∥Tkzn – Ty
∥∥)

+ (β – α)
(∥∥Tk+zn – Ty

∥∥ –
∥∥Tkzn – Ty

∥∥)
+ ‖Ty – y‖ + 

〈
βTk+zn + βTk+zn + ( – β – β)Tkzn – Ty,Ty – y

〉
= ‖Ty – y‖ + 

〈
Tkzn – Ty,Ty – y

〉
+ 

〈
β

(
Tk+zn – Tkxn

)
+ β

(
Tk+zn – Tkzn

)
,Ty – y

〉
+ (β – α)

(∥∥Tk+zn – Ty
∥∥ –

∥∥Tkzn – Ty
∥∥)

+ (β – α)
(∥∥Tk+zn – Ty

∥∥ –
∥∥Tkzn – Ty

∥∥).
Summing up these inequalities from k =  to n – , we get

 ≤
n–∑
k=

‖Ty – y‖ + 

〈 n–∑
k=

(
Tkzn – Ty

)
,Ty – y

〉

+ 

〈
β

n–∑
k=

(
Tk+zn – Tkzn

)
+ β

n–∑
k=

(
Tk+zn – Tkzn

)
,Ty – y

〉

+ (β – α)
n–∑
k=

(∥∥Tk+zn – Ty
∥∥ –

∥∥Tkzn – Ty
∥∥)

+ (β – α)
n–∑
k=

(∥∥Tk+zn – Ty
∥∥ –

∥∥Tkzn – Ty
∥∥)

= n‖Ty – y‖ + 

〈 n–∑
k=

Tkzn – nTy,Ty – y

〉

+ 
〈
β

(
Tn+zn – Tnzn – zn – Tzn

)
+ β

(
Tnzn – zn

)
,Ty – y

〉
+ (β – α)

(∥∥Tn+zn – Ty
∥∥ +

∥∥Tnzn – Ty
∥∥ – ‖zn – Ty‖ – ‖Tzn – Ty‖)

+ (β – α)
(∥∥Tnzn – Ty

∥∥ – ‖zn – Ty‖).
Dividing this inequality by n, we get

 ≤ ‖Ty – y‖ + 〈yn – Ty,Ty – y〉

+ 
〈

n

β
(
Tn+zn – Tnzn – zn – Tzn

)
+

n

β
(
Tnzn – zn

)
,Ty – y

〉

+

n
(β – α)

(∥∥Tn+zn – Ty
∥∥ +

∥∥Tnzn – Ty
∥∥ – ‖zn – Ty‖ – ‖Tzn – Ty‖)

+

n
(β – α)

(∥∥Tnzn – Ty
∥∥ – ‖zn – Ty‖).

Replacing n by nki and letting i→ ∞ in the last inequality, we have

 ≤ ‖Ty – y‖ + 〈w – Ty,Ty – y〉 for all y ∈ C. (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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In particular, replacing y by w in (.), we obtain that

 ≤ ‖Tw –w‖ + 〈w – Tw,Tw –w〉 = –‖Tw –w‖,

which ensures that w ∈ F(T).
(b) We prove that w ∈ (A + B)–. From (.), (.) and (.), we have

‖xn+ – p‖ ≤ ∥∥(I – αnV )yn – (I – αnV )p
∥∥ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖yn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖zn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )

{‖xn – p‖ – λn(α – λn)‖Aun –Ap‖}
+ αn

〈
γ g(xn) –Vp,xn+ – p

〉
=

(
 – αnτ + α

nτ
)‖xn – p‖ – ( – αnτ )λn(α – λn)‖Aun –Ap‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
≤ ‖xn – p‖ + α

nτ
‖xn – p‖ – ( – αnτ )λn(α – λn)‖Aun –Ap‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
, (.)

and hence

( – αnτ )λn(α – λn)‖Aun –Ap‖ ≤ ‖xn – p‖ – ‖xn+ – p‖ + α
nτ

‖xn – p‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
. (.)

Replacing n by nki in (.), we have

( – αnki
τ )λnki

(α – λnki
)‖Aunki –Ap‖

≤ ‖xnki – p‖ – ‖xnki+ – p‖ + α
nki

τ ‖xnki – p‖

+ αnki

〈
γ g(xn) –Vp,xnki+ – p

〉
.

Since limn→∞ αn = ,  < a ≤ λn ≤ b < α and the existence of limi→∞ ‖xnki – p‖, we have

lim
i→∞‖Aunki –Ap‖ = . (.)

We also have from (.) that

‖un – p‖ = ‖Trnxn – Trnp‖

≤ 〈xn – p,un – p〉
= ‖xn – p‖ + ‖un – p‖ – ‖un – xn‖,

and hence

‖un – p‖ ≤ ‖xn – p‖ – ‖un – xn‖. (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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From (.), (.), (.) and (.), we obtain the following:

‖xn+ – p‖ ≤ ∥∥(I – αnV )yn – (I – αnV )p
∥∥ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖yn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖zn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )

{‖un – p‖ – λn(α – λn)‖Aun –Ap‖}
+ αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )

{‖xn – p‖ – ‖un – xn‖
}

– ( – αnτ )λn(α – λn)‖Aun –Ap‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
≤ (

 – αnτ + α
nτ

)‖xn – p‖ – ( – αnτ )‖un – xn‖

– ( – αnτ )λn(α – λn)‖Aun –Ap‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
≤ ‖xn – p‖ + α

nτ
‖xn – p‖ – ( – αnτ )‖un – xn‖

– ( – αnτ )λn(α – λn)‖Aun –Ap‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
,

and hence

( – αnτ )‖un – xn‖ ≤ ‖xn – p‖ – ‖xn+ – p‖ + α
nτ

‖xn – p‖

– ( – αnτ )λn(α – λn)‖Aun –Ap‖

+ αn
〈
γ g(xn) –Vp,xn+ – p

〉
. (.)

Replacing n by nki in (.), we have

( – αnki
τ )‖unki – xnki ‖ ≤ ‖xnki – p‖ – ‖xnki+ – p‖ + α

nki
τ ‖xnki – p‖

– ( – αnki
τ )λnki

(α – λnki
)‖Aunki –Ap‖

+ αnki

〈
γ g(xnki ) –Vp,xnki+ – p

〉
.

From (.), limn→∞ αn =  and the existence of limi→∞ ‖xnki – p‖, we have

lim
i→∞‖unki – xnki ‖ = . (.)

On the other hand, since Jλn is firmly nonexpansive and un = Trnxn, we have that

‖zn – p‖ =
∥∥Jλn (I – λnA)un – Jλn (I – λnA)p

∥∥

≤ 〈
zn – p, (I – λnA)un – (I – λnA)p

〉
=



(‖zn – p‖ + ∥∥(I – λnA)un – (I – λnA)p

∥∥
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–
∥∥zn – p – (I – λnA)un + (I – λnA)p

∥∥)
≤ 


{‖zn – p‖ + ‖un – p‖ – ∥∥zn – p – (I – λnA)un + (I – λnA)p

∥∥}
≤ 


(‖zn – p‖ + ‖xn – p‖ – ‖zn – un‖ – λn〈zn – un,Aun –Ap〉

– λ
n‖Aun –Ap‖),

and hence

‖zn – p‖

≤ ‖xn – p‖ – ‖zn – un‖ – λn〈zn – un,Aun –Ap〉 – λ
n‖Aun –Ap‖. (.)

From (.), (.), (.) and (.), we have

‖xn+ – p‖ ≤ ∥∥(I – αnV )yn – (I – αnV )p
∥∥ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖yn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖zn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )

(‖xn – z‖ – ‖zn – un‖ – λn〈zn – un,Aun –Ap〉
– λ

n‖Aun –Ap‖) + αn
〈
γ g(xn) –Vp,xn+ – p

〉
≤ ‖xn – p‖ + α

nτ
‖xn – p‖ – ( – αnτ )‖zn – un‖

– ( – αnτ )λn(λn – α)‖zn – un‖‖Aun –Ap‖
– ( – αnτ )λ

n‖Aun –Ap‖ + αn
〈
γ g(xn) –Vp,xn+ – p

〉
,

and hence

( – αnτ )‖zn – un‖
≤ ‖xn – p‖ – ‖xn+ – p‖ + α

nτ
‖xn – p‖

– ( – αnτ )λn(λn – α)‖zn – un‖‖Aun –Ap‖
– ( – αnτ )λ

n‖Aun –Ap‖ + αn
〈
γ g(xn) –Vp,xn+ – p

〉
. (.)

Replacing n by nki in (.), we have

( – αnki
τ )‖znki – unki ‖

≤ ‖xnki – p‖ – ‖xnki+ – p‖ + α
nki

τ ‖xnki – p‖

– ( – αnki
τ )λnki

(λnki
– α)‖znki – unki ‖‖Aunki –Ap‖

– ( – αnki
τ )λ

nki
‖Aunki –Ap‖ + αnki

〈
γ g(xnki ) –Vp,xnki+ – p

〉
.

From (.), limn→∞ αn =  and the existence of limi→∞ ‖xnki – p‖, we obtain that

lim
i→∞‖znki – unki ‖ = . (.)

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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Since ‖znki – xnki ‖ ≤ ‖znki – unki ‖ + ‖unki – xnki ‖, by (.) and (.), we obtain that

lim
i→∞‖znki – xnki ‖ = . (.)

Since A is Lipschitz continuous, we also obtain

lim
i→∞‖Aznki –Axnki ‖ = . (.)

Since zn = Jλ(I – λA)un, we have that

zn = (I + λnB)–(I – λnA)un

⇔ (I – λnA)un ∈ (I + λnB)zn = zn + λnBzn

⇔ un – zn – λnAun ∈ λnBzn

⇔ 
λn

(un – zn – λnAun) ∈ Bzn.

Since B is monotone, we have that for (u, v) ∈ B,

〈
zn – u,


λn

(un – zn – λnAun) – v
〉
≥ ,

and hence

〈
zn – u,un – zn – λn(Aun + v)

〉 ≥ . (.)

Replacing n by nki in (.), we have that

〈
znki – u,unki – znki – λnki

(Aunki + v)
〉 ≥ . (.)

Since xnki ⇀ w and xnki –unki → , so unki ⇀ w. From (.), we get that znki ⇀ w, together
with (.), we have that

〈w – u, –Aw – v〉 ≥ .

Since B is maximal monotone, (–Aw) ∈ Bw, that is, w ∈ (A + B)–.
(c) Next, we show that w ∈ F–. Since F is a maximal monotone operator, we have

from (.) that Arnki
xnki ∈ FTrnki

xnki , where Ar is the Yosida approximation of F for r > .
Furthermore, we have that for any (u, v) ∈ F ,

〈
u – unki , v –

xnki – unki
rnki

〉
≥ .

Since lim infn→∞ rn > , unki ⇀ w and xnki – unki → , we have

〈u –w, v〉 ≥ .

http://www.fixedpointtheoryandapplications.com/content/2013/1/246
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Since F is a maximal monotone operator, we have  ∈ Fw, that is, w ∈ F–. By (a), (b) and
(c), we conclude that

w ∈ F(T)∩ (A + B)–∩ F–.

Using (.), we obtain

lim sup
n→∞

〈
(V – γ g)p,xn – p

〉
= lim

k→∞
〈
(V – γ g)p,xnk – p)

〉
=

〈
(V – γ g)p,w – p)

〉 ≥ .

Finally, we prove that xn → p. Notice that

xn+ – p = αn
(
γ g(xn) – p

)
+ (I – αnV )yn – (I – αnV )p,

we have

‖xn+ – p‖ ≤ ( – αnτ )‖yn – p‖ + αn
〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖xn – p‖ + αn

〈
γ g(xn) –Vp,xn+ – p

〉
≤ ( – αnτ )‖xn – p‖ + αnγ k‖xn – p‖‖xn+ – p‖

+ αn
〈
γ g(p) –Vp,xn+ – p

〉
≤ ( – αnτ )‖xn – p‖ + αnγ k

(‖xn – p‖ + ‖xn+ – p‖
)

+ αn
〈
γ g(p) –Vp,xn+ – p

〉
≤ {

( – αnτ ) + αnγ k
}‖xn – p‖ + αnγ k‖xn+ – p‖

+ αn
〈
γ g(p) –Vp,xn+ – p

〉
,

and hence

‖xn+ – p‖ ≤  – αnτ + (αnτ ) + αnγ k
 – αnγ k

‖xn – p‖

+
αn

 – αnγ k
〈
γ g(p) –Vp,xn+ – p

〉

=
{
 –

(τ – γ k)αn

 – αnγ k

}
‖xn – p‖ + (αnτ )

 – αnγ k
‖xn – p‖

+
αn

 – αnγ k
〈
γ g(p) –Vp,xn+ – p

〉

=
{
 –

(τ – γ k)αn

 – αnγ k

}
‖xn – p‖ + αn · αnτ



 – αnγ k
‖xn – p‖

+
αn

 – αnγ k
〈
γ g(p) –Vp,xn+ – p

〉
= ( – βn)‖xn – p‖

+ βn

{
αnτ

‖xn – p‖
(τ – γ k)

+


τ – γ k
〈
γ g(p) –Vp,xn+ – p

〉}
, (.)
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where βn = (τ–γ k)αn
–αnγ k . Since

∑∞
n= βn =∞, we have fromLemma. and (.) that xn → p.

This completes the proof. �

4 Applications
Let H be a Hilbert space, and let f be a proper lower semicontinuous convex function of
H into (–∞,∞]. Then the subdifferential ∂f of f is defined as follows:

∂f (x) =
{
z ∈ H : f (x) + 〈z, y – x〉 ≤ f (y), y ∈H

}

for all x ∈ H ; see, for instance, []. From Rockafellar [], we know that ∂f is maximal
monotone. Let C be a nonempty closed convex subset of H , and let iC be the indicator
function of C, i.e.,

iC(x) =

⎧⎨
⎩, x ∈ C,

∞, x /∈ C.

Then iC is a proper lower semicontinuous convex function ofH into (–∞,∞], and then the
subdifferential ∂iC of iC is a maximal monotone operator. So, we can define the resolvent
Jλ of ∂iC for λ > , i.e.,

Jλx = (I + λ∂iC )
–x

for all x ∈H . We have that for any x ∈H and u ∈ C,

u = Jλx ⇔ x ∈ u + λ∂iC u

⇔ x ∈ u + λNCu

⇔ x – u ∈ λNCu

⇔ 
λ

〈x – u, v – u〉 ≤ , ∀v ∈ C

⇔ 〈x – u, v – u〉 ≤ , ∀v ∈ C

⇔ u = PCx,

where NCu is the normal cone to C at u, i.e.,

NCu =
{
x ∈H : 〈z, v – u〉 ≤ ,∀v ∈ C

}
.

Let C be a nonempty, closed and convex subset of H , and let f : C ×C →R be a bifunc-
tion. For solving the equilibrium problem, let us assume that the bifunction f : C×C →R

satisfies the following conditions.
For solving themixed equilibrium problem, let us give the following assumptions for the

bifunction F , ϕ and the set C:
(A) f (x,x) =  for all x ∈ C;
(A) f is monotone, i.e., f (x, y) + f (y,x)≤  for any x, y ∈ C;
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(A) for all x, y, z ∈ C,

lim sup
t↓

f
(
tz + ( – t)x, y

) ≤ f (x, y);

(A) for all x ∈ C, f (x, ·) is convex and lower semicontinuous;
(B) for each x ∈ H and r > , there exist a bounded subset Dx ⊆ C and yx ∈ C such that

for any z ∈ C\Dx,

f (z, yx) + ϕ(yx) +

r
〈yx – z, z – x〉 < ϕ(z);

(B) C is a bounded set.
We know the following lemma which appears implicitly in Blum and Oettli [].

Lemma . [] Let C be a nonempty closed convex subset of H , and let f be a bifunction
of C ×C into R satisfying (A)-(A). Let r >  and x ∈H . Then there exists a unique z ∈ C
such that

f (z, y) +

r
〈y – z, z – x〉 ≥ , ∀y ∈ C.

By a similar argument as that in [, Lemma .], we have the following result.

Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H . Let f :
C×C →R be a bifunction which satisfies conditions (A)-(A), and let ϕ : C →R∪{+∞}
be a proper lower semicontinuous and convex function. Assume that either (B) or (B)
holds. For r >  and x ∈H , define a mapping Tr :H → C as follows:

Tr(x) =
{
z ∈ C : f (z, y) + ϕ(y) +


r
〈y – z, z – x〉 ≥ ϕ(z),∀y ∈ C

}

for all x ∈ H . Then following conclusions hold:
() For each x ∈H , Tr(x) �= ∅;
() Tr is single-valued;
() Tr is firmly nonexpansive, i.e., for any x, y ∈H ,

∥∥Tr(x) – Tr(y)
∥∥ ≤ 〈

Tr(x) – Tr(y),x – y
〉
;

() Fix(Tr) =MEP(f ,ϕ);
() MEP(f ,ϕ) is closed and convex.

We call such Tr the resolvent of f for r > . Using Lemmas . and ., Takahashi et al.
[] obtained the following lemma. See [] for a more general result.

Lemma . [] Let H be a Hilbert space, and let C be a nonempty closed convex subset
of H . Let f : C × C → R satisfy (A)-(A). Let Af be a set-valued mapping of H into itself
defined by

Af x =

⎧⎨
⎩{z ∈H : f (x, y) ≥ 〈y – x, z〉,∀y ∈ C}, ∀x ∈ C,

∅, ∀x /∈ C.
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Then MEP(f ) = A–
f  and Af is a maximal monotone operator with domAf ⊂ C. Further-

more, for any x ∈H and r > , the resolvent Tr of f coincides with the resolvent of Af , i.e.,

Trx = (I + rAf )–x.

Applying the idea of the proof in Lemma ., we have the following results.

Lemma . Let H be a Hilbert space, and let C be a nonempty closed convex subset of H .
Let f : C ×C →R satisfy (A)-(A), and let ϕ : C →R∪ {+∞} be a proper lower semicon-
tinuous and convex function.Assume that either (B) or (B) hold. Let A(f ,ϕ) be a set-valued
mapping of H into itself defined by

A(f ,ϕ)x =

⎧⎨
⎩{z ∈ H : f (x, y) + ϕ(y) – ϕ(x)≥ 〈y – x, z〉,∀y ∈ C}, ∀x ∈ C,

∅, ∀x /∈ C.
(.)

Then MEP(f ,ϕ) = A–
(f ,ϕ) and A(f ,ϕ) is a maximal monotone operator with domA(f ,ϕ) ⊂ C.

Furthermore, for any x ∈ H and r > , the resolvent Tr of f coincides with the resolvent of
A(f ,ϕ), i.e.,

Trx = (I + rA(f ,ϕ))–x.

Proof It is obvious thatMEP(f ,ϕ) = A–
(f ,ϕ). In fact, we have that

z ∈MEP(f ,ϕ) ⇔ f (z, y) + ϕ(y) – ϕ(z) ≥ , ∀y ∈ C

⇔ f (z, y) + ϕ(y) – ϕ(z) ≥ 〈y – z, 〉, ∀y ∈ C

⇔  ∈ A(f ,ϕ)z

⇔ z ∈ A–
(f ,ϕ).

We show that A(f ,ϕ) is monotone. Let (x, z), (x, z) ∈ A(f ,ϕ) be given. Then we have, for all
y ∈ C,

f (x, y) + ϕ(y) – ϕ(x) ≥ 〈y – x, z〉 and f (x, y) + ϕ(y) – ϕ(x) ≥ 〈y – x, z〉,

and hence

f (x,x) + ϕ(x) – ϕ(x) ≥ 〈x – x, z〉 and f (x,x) + ϕ(x) – ϕ(x)≥ 〈x – x, z〉.

It follows from (A) that

 ≥ f (x,x) + f (x,x) ≥ 〈x – x, z〉 + 〈x – x, z〉 = –〈x – x, z – z〉.

This implies that A(f ,ϕ) is monotone. We next prove that A(f ,ϕ) is maximal monotone. To
show that A(f ,ϕ) is maximal monotone, it is sufficient to show from [] that R(I + rA(f ,ϕ)) =
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H for all r > , where R(I + rA(f ,ϕ)) is the range of I + rA(f ,ϕ). Let x ∈ H and r > . Then,
from Lemma ., there exists z ∈ C such that

f (z, y) + ϕ(y) – ϕ(z) +

r
〈y – z, z – x〉 ≥ , ∀y ∈ C.

So, we have that

f (z, y) + ϕ(y) – ϕ(z) ≥
〈
y – z,


r
(x – z)

〉
, ∀y ∈ C.

By the definition of A(f ,ϕ), we get

A(f ,ϕ)z � 
r
(x – z),

and hence x ∈ z + rA(f ,ϕ)z. Therefore, H ⊂ R(I + rA(f ,ϕ)) and R(I + rA(f ,ϕ)) = H . Also, x ∈
z + rA(f ,ϕ)z implies that Trx = (I + rA(f ,ϕ))–x for all x ∈H and r > . �

Using Theorem ., we obtain the following results for an inverse-strongly monotone
mapping.

Theorem . Let H be a real Hilbert space, and let C be a nonempty, closed and convex
subset of H . Let α >  and let A be an α-inverse-stronglymonotonemapping of C into H . Let
 < k <  and let g be a k-contraction of H into itself. Let V be a γ̄ -strongly monotone and
L-Lipschitzian continuous operator with γ̄ >  and L > . Let T : C → C be a -generalized
hybrid mapping such that � := F(T)∩VI(C,A) �= ∅. Take μ,γ ∈R as follows:

 < μ <
γ̄
L

,  < γ <
γ̄ – Lμ


k

.

Let {xn} ⊂H be a sequence generated by

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x = x ∈ H arbitrarily,

zn = PC(I – λnA)PCxn,

yn = 
n
∑n–

k=Tkzn, ∀n = , , . . . ,

xn+ = αnγ g(xn) + (I – αnV )yn for all n ∈N,

(.)

where {αn} ⊂ (, ) and {rn} ⊂ (,∞) satisfy

lim
n→∞αn = ,

∞∑
n=

αn =∞ and lim inf
n→∞ rn > .

Then {xn} converges strongly to a point p of�,where p is a unique fixed point of P�(I–V +
γ g). This point p ∈ � is also a unique solution of the hierarchical variational inequality

〈
(V – γ g)p,q – p

〉 ≥ , ∀q ∈ VI(C,A). (.)
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Proof Put B = F = ∂iC in Theorem .. Then, for λn >  and rn > , we have that

Jλn = Trn = PC .

Furthermore we have, from the proof of [, Theorem ], that

(∂iC)– = C and (A + ∂iC)– = VI(C,A).

Thus we obtained the desired results by Theorem .. �

Using Theorem ., we finally prove a strong convergence theorem for inverse-strongly
monotone operators and equilibrium problems in a Hilbert space.

Theorem . Let H be a real Hilbert space, and let C be a nonempty, closed and convex
subset of H . Let α >  and let A be an α-inverse-strongly monotone mapping of C into H .
Let B : D(B) ⊂ C → H be maximal monotone. Let Jλ = (I + λB)– be the resolvent of B
for λ > . Let  < k <  and let g be a k-contraction of H into itself. Let V be a γ̄ -strongly
monotone and L-Lipschitzian continuous operator with γ̄ >  and L > . Let f : C×C →R

be a bifunction satisfying conditions (A)-(A), and let ϕ : C →R∪{+∞} be a proper lower
semicontinuous and convex function. Assume that either (B) or (B) holds. Let T : C →
C be a -generalized hybrid mapping with  := F(T) ∩ (A + B)– ∩ MEP(f ,ϕ) �= ∅. Take
μ,γ ∈R as follows:

 < μ <
γ̄
L

,  < γ <
γ̄ – Lμ


k

.

Let {xn} ⊂H be a sequence generated by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

x = x ∈ H arbitrarily,

f (un, y) + ϕ(y) – ϕ(un) + 
rn 〈y – un,un – xn〉 ≥ , ∀y ∈ C,

zn = Jλn (I – λnA)un,

yn = 
n
∑n–

k=Tkzn, ∀n = , , . . . ,

xn+ = αnγ g(xn) + (I – αnV )yn, ∀n ∈N,

(.)

where {αn} ⊂ (, ) and {rn} ⊂ (,∞) satisfy

lim
n→∞αn = ,

∞∑
n=

αn =∞ and lim inf
n→∞ rn > .

Then {xn} converges strongly to a point p of,where p is a unique fixed point of P(I–V +
γ g). This point p ∈  is also a unique solution of the hierarchical variational inequality

〈
(V – γ g)p,q – p

〉 ≥ , ∀q ∈ . (.)

Proof Since f is a bifunction of C ×C into R satisfying conditions (A)-(A) and ϕ : C →
R∪{+∞} is a proper lower semicontinuous and convex function,wehave that themapping
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Aϕ

f defined by (.) is a maximal monotone operator with domAϕ

f ⊂ C. Put F = Aϕ

f in
Theorem .. Then we obtain that un = Trnxn. Therefore, we arrive at the desired results.
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