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1 Introduction

Fixed point problems for nonexpansive mappings (1, Chapter 4], [2, Chapter 3], [3, Chap-
ter 1], [4, Chapter 3] have been investigated in many practical applications, and they in-
clude convex feasibility problems [5], [1, Example 5.21], convex optimization problems
[1, Corollary 17.5], problems of finding the zeros of monotone operators [1, Proposi-
tion 23.38], and monotone variational inequalities [1, Subchapter 25.5].

Fixed point problems can be solved by using useful fixed point algorithms, such as the
Krasnosel’skii-Mann algorithm [1, Subchapter 5.2], [6, Subchapter 1.2], [7, 8], the Halpern
algorithm [6, Subchapter 1.2], [9, 10], and the hybrid method [11]. Meanwhile, to make
practical systems and networks (see, e.g,, [12—15] and references therein) stable and reli-
able, the fixed point has to be found at a faster pace. That is, we need a new algorithm that
approximates the fixed point faster than the conventional ones. In this paper, we focus on
the Halpern algorithm and present an algorithm to accelerate the search for a fixed point
of a nonexpansive mapping.

To achieve the main objective of this paper, we first apply the Halpern algorithm to the

smooth convex minimization problem, which is an example of a fixed point problem for
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a nonexpansive mapping, and indicate that the Halpern algorithm is based on the steepest
descent method [16, Subchapter 3.3] for solving the minimization problem.

A number of iterative methods [16, Chapters 5-19] have been proposed to accelerate the
steepest descent method. In particular, conjugate gradient methods [16, Chapter 5] have
been widely used as an efficient accelerated version of most gradient methods. Here, we
focus on the conjugate gradient methods and devise an algorithm blending the conjugate
gradient methods with the Halpern algorithm.

Our main contribution is to propose a novel algorithm for finding a fixed point of a non-
expansive mapping, for which we use the ideas of accelerated conjugate gradient methods
for optimization over the fixed point set [17, 18], and prove that the algorithm converges
to some fixed point in the sense of the strong topology of a real Hilbert space. To demon-
strate the effectiveness and fast convergence of our algorithm, we numerically compare
our algorithm with the Halpern algorithm. Numerical results show that it dramatically
reduces the running time and iterations needed to find a fixed point compared with that
algorithm.

This paper is organized as follows. Section 2 gives the mathematical preliminaries. Sec-
tion 3 devises the acceleration algorithm for solving fixed point problems and presents
its convergence analysis. Section 4 applies the proposed and conventional algorithms to a
concrete fixed point problem and provides numerical examples comparing them.

2 Mathematical preliminaries
Let H be a real Hilbert space with the inner product (-, -) and its induced norm || - ||, and

let N be the set of all positive integers including zero.

2.1 Fixed point problem
Suppose that C C H is nonempty, closed, and convex. A mapping 7: C — C is said to be
nonexpansive [1, Definition 4.1(ii)], [2, (3.2)], [3, Subchapter 1.1], [4, Subchapter 3.1] if

|7@x) - T < lx-yll  xyeC.
The fixed point set of T: C — C is denoted by
Fix(T) := {x eC: Tx)= x}

The metric projection onto C [1, Subchapter 4.2, Chapter 28] is denoted by Pc. It is
defined by Pc(x) € C and |lx — Pc(x)|| = infyec [[x — yll (x € H). Pc is nonexpansive with
Fix(P¢) = C [1, Proposition 4.8, (4.8)].

Proposition 2.1 Suppose that C C H is nonempty, closed, and convex, T: C — C is non-
expansive, and x € H. Then
(i) [1, Corollary 4.15], [2, Lemma 3.4], [3, Proposition 5.3], [4, Theorem 3.1.6] Fix(T) is
closed and convex.
(ii) [1, Theorem 3.14] X = Pc(x) if and only if (x — %,y —%) <0 (y € C).

Proposition 2.1(i) guarantees that if Fix(7) # ¥, Prix(r)(x) exists for all x € H.
This paper discusses the following fixed point problem.
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Problem 2.1 Suppose that T: H — H is nonexpansive with Fix(7T) # . Then
find x* € H such that T'(x*) = x*.

2.2 The Halpern algorithm and our algorithm
The Halpern algorithm generates the sequence (x,),cn [6, Subchapter 1.2] [9, 10] as fol-
lows: given xo € H and () en satisfying lim,, ooy =0, Y oo oy = 00, and > oo [ty41 —

a,| < oo,
Kne1 = Ao + (1 —0,)T(xy) (meN). (1

Algorithm (1) strongly converges to Prix(r)(*0) (€ Fix(T)) [6, Theorem 6.17], [9, 10].

Here, we shall discuss Problem 2.1 when Fix(T) is the set of all minimizers of a convex,
continuously Fréchet differentiable functional f over H and see that algorithm (1) is based
on the steepest descent method [16, Subchapter 3.3] to minimize f over H. Suppose that
the gradient of f, denoted by Vf, is Lipschitz continuous with a constant L > 0 and define
T/: H— H by

T/ :=1-aVf, 2)

wherea € (0,2/L]and I: H — H stands for the identity mapping. Accordingly, 77 satisfies
the nonexpansivity condition (see, e.g., [12, Proposition 2.3]) and

Fix(7”) = argminf (x) := {x* €H: f(x*) = minf(x)}.
xeH xeH

Therefore, algorithm (1) with T := T/ can be expressed as follows.

d = -Vf(x),

V= TV (x,) = % — V(%) = %, + adﬁﬂ, 3)

X1 = o + (L—a,)y,  (meN).

This implies that algorithm (3) uses the steepest descent direction [16, Subchapter 3.3]
dﬁﬂ) P —Vf(x,) of f at x,, and hence algorithm (3) is based on the steepest descent
method.

Meanwhile, conjugate gradient methods [16, Chapter 5] are popular acceleration meth-
ods of the steepest descent method. The conjugate gradient direction of f at x,, (n € N)
is @S .= ~Vf(x,) + Budy ", where d“% := —Vf(x0) and (B,)nery C (0,00), which, to-

gether with (2), implies that

n+l

AP = (T ) =) + B P, @)

Therefore, by replacing diu := —Vf(x,) in algorithm (3) with d’:,;chD defined by (4), we can
formulate a novel algorithm for solving Problem 2.1.
Before presenting the algorithm, we provide the following lemmas which are used to

prove the main theorem.
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Proposition 2.2 [6, Lemmas 1.2 and 1.3] Let (ay,)uen, (0n)nens (€n)nens (@n)nen C (0, 00)
be sequences with a,,1 < (1 — a,)a, + ayb, + ¢, (n € N). Suppose that y .- o, = 00,
limsup,,_, b, <0, and ZZ‘;O ¢, < 00. Then lim,,_, o a, = 0.

Proposition 2.3 [19, Lemma 1] Suppose that (x,),en C H weakly converges to x € H and
y #x. Then liminf,_, » ||%, — x| < liminf,_ « [|x, — ¥

3 Acceleration of the Halpern algorithm
We present the following algorithm.

Algorithm 3.1

Step 0. Choose u € (0,1], ¢ > 0, and x € H arbitrarily, and set (a,)yen C (0,1), (Bu)neny C
[0, 00). Compute dy := (T (xo) — xg)/cx.
Step 1. Given x,,,d, € H, compute d,,; € H by

Ay i= al(T(xn) _xn) + ﬂndn-

Compute x4 € H as follows.

Yni=%Xnt oady.,
Xpel 1= ptpXo + (1 - Man)yrr
Put n:=n+1, and go to Step 1.
We can check that Algorithm 3.1 coincides with the Halpern algorithm (1) when 8, := 0
(neN)and p:=1.

This section makes the following assumptions.

Assumption 3.1 The sequences () ,en and (B,),en satisfy?

e ¢} [e.¢]
(C)  lim @, =0,  (C2) Zoan=oo, (C3) D lotm —atal < 00,

= n=0

(C4) B. =< ozﬁ (n e N).

Moreover, (x,)sen in Algorithm 3.1 satisfies
(C5) (T(xn) - x,,)neN is bounded.
Let us do a convergence analysis of Algorithm 3.1.

Theorem 3.1 Under Assumption 3.1, the sequence (x,),cn generated by Algorithm 3.1

strongly converges to Prix(r)(%0).

Algorithm 3.1 when g, := 0 (n € N) is the Halpern algorithm defined by

Xne1 = pagxo + (1 - pa,)T(x,) (neN).


http://www.fixedpointtheoryandapplications.com/content/2014/1/202

Sakurai and liduka Fixed Point Theory and Applications 2014, 2014:202 Page 5 of 11
http://www.fixedpointtheoryandapplications.com/content/2014/1/202

Hence, the nonexpansivity of T ensures that, for all x € Fix(7) and for all n € N,

%1 = %l = || oo — %) + (1 = paet) (T () — %) |
< payllxg — x| + (1 — pery) ” T (x,) _x”

=< papllxo — x| + (1 = pe) |6, — x|l (5)

Suppose that 7 := 0. From (5), we have |lx; —x|| < pogllxo —x| + (1= pag)llxg — x| = |xo — .
Assume that ||x,, — x| < ||xo — x|| for some m € N. Then (5) implies that ||x,,,; — x| <
petpllxo = x| + (1= o) 1%m — x|l < potmllxo — x|l + (1 = ety llxo — x|l = [lxo — x||. Hence,
induction guarantees that

lln =%l < llxo — %l (n€N).

Therefore, we find that (x,),cn is bounded. Moreover, since the nonexpansivity of T en-
sures that (7'(x,)),cn is also bounded, (C5) holds. Accordingly, Theorem 3.1 says that if
(au)nen satisfies (C1)-(C3), Algorithm 3.1 when B, := 0 (n € N) (i.e., the Halpern algo-
rithm) strongly converges to Prix(r)(%o). This means that Theorem 3.1 is a generalization
of the convergence analysis of the Halpern algorithm.

3.1 Proof of Theorem 3.1

We first show the following lemma.

Lemma 3.1 Suppose that Assumption 3.1 holds. Then (d,),en, (Xn)nen, and (V,)nen are
bounded.

Proof We have from (C1) and (C4) that lim,_, o 8, = 0. Accordingly, there exists ny € N
such that 8, <1/2 forall n > ny. Define M; := max{||d,, |l, (2/a) sup,cn | T (%4) — %, |}. Then
(C5) implies that M; < co. Assume that ||d, || < M; for some n > ng. The triangle inequality
ensures that

1 1
”dn+l|| = H a_(T(xn) _xn) + ﬁndn = ; ” T(xn) —Xn ” + ﬁn”dn” = Ml;

which means that ||d,|| < M for all n > ny, i.e., (d,),en is bounded.

The definition of y, (n € N) implies that

In=%p + a(é(T(xn) _xn) + ,Bndn>

= T(x,) + aBndy. (6)
The nonexpansivity of T and (6) imply that, for all x € Fix(7T') and for all n > #,,

”yn - x” = || T(xn) + ollgndn _x”
= “ T(x,) - T(x)” + Byl

< 1% — %Il + @M.
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Therefore, we find that, for all x € Fix(T) and for all n > n,,

[9ns1 — 21| = || oo — %) + (1 = pot) (v — %)
< petyllxo — x| + (1= o) |y, — x|l
< potyllxo — x| + (1 = pee) { 1%, — x| + M B, }

< (1= poun) 1% = x| + potullxo — x| + oMy By,

which, together with (C4) and «, <1 (n € N), means that, for all x € Fix(7) and for all

n Z o,
C(Ml
a1 — %Il < (X = peeey) e, — %1 + poe, | llxo — x| + )

Induction guarantees that, for all x € Fix(7T') and for all #n > ny,

O[Ml
ll%n — %Il < llxo — x| + —.
M

Therefore, (x,),cn is bounded.
The definition of y, (n € N) and the boundedness of (x,),en and (dy)uen imply that
(¥n)nen is also bounded. This completes the proof. O

Lemma 3.2 Suppose that Assumption 3.1 holds. Then
(i) limy, o [|%041 — %4l = 0.
(ii) im0 [, = T'(x4)[l = 0.

(iif) limsup,_, . (xo — "y, —x*) <0, where x* := Prix(1)(%0).

Proof (i) Equation (6), the triangle inequality, and the nonexpansivity of T’ imply that, for
alln eN,

lyns1 = yull = ” T(xp41) = T(xn) + (Bus1ds1 — Budly) ”
= || T(xn+1) - T(xn) || + a”ﬁm—ldnﬂ - ﬁndn”

< 1 %ne1 = xull + Ol(,Bn+1||dn+l|| + ﬂn”dnn)»
which, together with ||d, || < M; (n > ny) and (C4), implies that, for all n > n,
191 = Pl < Wmer = xall + M (0t + ). (7)

On the other hand, from «,, < |a,4;1 — o] + @41 and @, < 1 (1 € N), we have that, for all

nel,

2 2 2
A T, S0 + an(|an+1 —ay| + O‘n+1)

< (@1 + )i + |1 — 0ty (8)
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We also find that, for all # € N\{0},

%01 — %l = || preno + (1 = prct)yn — (potn-120 + (1 — potn_1)yn-1) |
= || selotn = otut)o + (1= p10t) Y = Y1)
+ (otno1 = o)y |
< platy = ot | (%0 [l + I1yn-1ll) + Q@ = pet) yn = yurl

<@1- Man)”yn = Ynall + Mooy, — ayal,
where My := sup,y (%0 + Iy« ) < 00. Hence, (7) and (8) ensure that, for all n > n,

”xn+1 _xn” = (1 - Man)”xn _xn—IH + OlM1 ((an + an—l)an + |an - an—ll)
+ M2|an - an—1|
= (1= pan) 1%y — x|l + (@M + Mp) |ty — oty

OlMl
+ T(an + O5;’1—1)//«Oln'

Proposition 2.2, (C1), (C2), and (C3) lead us to

lim %41 — x4 = 0.
n—00

(ii) From (%01 = ¥l = ot llxo — yull < Maay, (n € N), (C1) means that lim,, o0 %41 —
yull = 0. Since the triangle inequality ensures that ||y, — x,[| < |lyx — %pa1ll + |Xns1 — %l

(n € N), we find from (9) that

. 1 .
lim ||dn+1|| =— lim ”yn _xn” =0.
n—00 o n—>00
From the definition of d,,..; (n € N), we have, for all n > n,

1
0= E” T(x4) — %, ” < dniall + Bulldull < Nldpsa |l + M By

Since Equation (10) and lim,_, « B, = 0 guarantee that the right-hand side of the above

inequality converges to 0, we find that

nli>ngo|| T(x4) — %4 = 0.

(iif) From the limit superior of ({(xo — x*, ¥, — &*))sen, there exists (¥, )ken (C (Vu)nen)

such that

lirrlrlsolip<xo — Xy, — x*) = kli)rgo(xo =X Yy — x*).

Moreover, since (¥, )xen is bounded, there exists (¥, )ien (C (¥4, )ken) which weakly con-
verges to some point ¥ (€ H). Equation (10) guarantees that (x,, );cn weakly converges

to y.

Page 7 of 11
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We shall show that y € Fix(T). Assume that y ¢ Fix(T), i.e., ¥ # T(J). Proposition 2.3,

(11), and the nonexpansivity of T’ ensure that

liminf |, - 71| < liminf]x, - TG)|
= ligilolf”xnki - T(xnkt,) + T(xnki) -T®Y) ”
= liminf| T(x,, ) - TG) |
i—00 t

<liminf|lx,, -yl
i—00 L

This is a contradiction. Hence, ¥ € Fix(T). Hence, (12) and Proposition 2.1(ii) guarantee

that
lim sup<x0 =% Y _‘x*> = lim (xO —x*rynk. —x*> = (xo - %%,y —x*> <0.
n—00 11— 00 1
This completes the proof. 0

Now, we are in a position to prove Theorem 3.1.

Proof of Theorem 3.1 The inequality ||x + y||? < |lx]|2 + 2(3,x + ) (x,y € H), (6), and the
nonexpansivity of T imply that, for all 7 e N,
*|2 * 2
[ =" = | 7o) = 2" + cBud|
o 2 o

< || T(x,) — T(x )|| + 20{/3,,(3/” —X ,d,,)

< 7P + M,
where B, < o2 (n € N) and M3 := sup,, . 2¢|(y, — x*,d,)| < 00. We thus have that, for all
neN,

Jaenss =t = et (o0 = 5%) + (1= ) o = 57)

= e wo = |* 4 (1= pen)? [y =2
+ 20, (1 — ,uoz,,)(xo — X Yn —x*)

2 +M3a5}

< uzaﬁ ||x0 —x*||2 +(1- ;wtn)z{ Hxn —x*

+ 20, (1 — ,lwln)(xo - %%, Y —x*>

Msa,
< (1 - o) — "] + {;wtn 0 =" |* + ;a }lwtn
+ {2(1 - uan)(xo — XYy — x*)};wz,,.
Proposition 2.2, (C1), (C2), and Lemma 3.2(iii) lead one to deduce that

fim [, —2*]* = 0.
n—00
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This guarantees that (x,),cn generated by Algorithm 3.1 strongly converges to x* :=
Prix()(%0). O

Suppose that Fix(7T) is bounded. Then we can set a bounded, closed convex set C (D
Fix(T)) such that Pc can be computed within a finite number of arithmetic operations
(e.g,, C is a closed ball with a large enough radius). Hence, we can compute

Xp41 = Pc (Manxo + (1 - Man)yn) (13)

instead of x,,; in Algorithm 3.1. From (x,),en C C, the boundedness of C means that
(*4)nen is bounded. The nonexpansivity of T guarantees that || T'(x,) — T(x)|| < |lx, — x|
(x € Fix(T)), which means that (T'(x,)),cn is bounded. Therefore, (C5) holds. We can prove
that Algorithm 3.1 with (13) strongly converges to a point in Fix(T) by referring to the
proof of Theorem 3.1.

Let us consider the case where Fix(T) is unbounded. In this case, we cannot choose
a bounded C satistying Fix(T) C C. Although we can execute Algorithm 3.1, we need to
verify the boundedness of (T'(x,) —x,),en. Instead, we can apply the Halpern algorithm (1)
to this case without any problem. However, the Halpern algorithm would converge slowly
because it is based on the steepest descent method (see Section 1). Hence, in this case, it
would be desirable to execute not only the Halpern algorithm but also Algorithm 3.1.

4 Numerical examples and conclusion
Let us apply the Halpern algorithm (1) and Algorithm 3.1 to the following convex feasibility
problem [5], [1, Example 5.21].

Problem 4.1 Given a nonempty, closed convex set C; C RN (i=0,1,...,m),
m
findx* € C:=(")Cy
i=0
where one assumes that C # .

Define a mapping 7: RN — RN by

T := po(% ZP,-), (14)
i=1

where P; := P¢, (i = 0,1,...,m) stands for the metric projection onto C;. Since P; (i =
0,1,...,m) is nonexpansive, T defined by (14) is also nonexpansive. Moreover, we find
that

Fix(T) = Fix(Po) N (| Fix(P) = Con[ | Ci = C.

i=1 i=1

Therefore, Problem 4.1 coincides with Problem 2.1 with T defined by (14).

The experiment used an Apple Macbook Air with a 1.30GHz Intel(R) Core(TM)
i5-4250U CPU and 4GB DDR3 memory. The Halpern algorithm (1) and Algorithm 3.1
were written in Java. The operating system of the computer was Mac OSX version 10.8.5.
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Figure 1 Behavior of || T(x,) - x, || for the Halpern 100 Halpern —
algorithm and Algorithm 3.1 (proposed). (The 10 Proposed
Halpern algorithm took 850 iterations to satisfy _ J
1T () = x|l < 107°, whereas Algorithm 3.1 took only j?g o
six.) > [
E; 0.01
é‘ 0.0011‘
0.0001 —‘\
1e-05L \
1e-06 L e
0 0.05 0.1 0.15 0.2 0.25
Elapsed time [sec]

We set a := 1, w := 1/10°, &, := 1/(n + 1) (n € N), and B, := 1/(n + 1)*> (n € N) in Algo-
rithm 3.1 and compared Algorithm 3.1 with the Halpern algorithm (1) with o, := u/(n +1)
(n € N). In the experiment, we set C; (i = 0,1,...,m) as a closed ball with center ¢; € RV
and radius r; > 0. Thus, P; (i =0,1,...,m) can be computed with

T

Pi(x):=¢; x—c) ifllci—x|>r;,

byt
llei — x|
or Pi(x) :=x if ||c; — x| < 7.

We set N :=100, m:=3,r;:=1 (i =0,1,2,3), and ¢ := 0. The experiment used random
vectors ¢; € (-<1//N,1/+/N)N (i =1,2,3) generated by the java.util. Random class so as to
satisfy C # (). We also used the java.util. Random class to set a random initial point in
(-16,16)N.

Figure 1 describes the behaviors of || T'(x,,) — x,|| for the Halpern algorithm (1) and Al-
gorithm 3.1 (proposed). The x-axis and y-axis represent the elapsed time and value of
I T (%) — %, ||. The results show that compared with the Halpern algorithm, Algorithm 3.1
dramatically reduces the time required to satisfy ||T(x,) — x,| < 107%. We found that
the Halpern algorithm took 850 iterations to satisfy || T(x,) — x,|| < 107, whereas Algo-
rithm 3.1 took only six.

This paper presented an algorithm to accelerate the Halpern algorithm for finding a
fixed point of a nonexpansive mapping on a real Hilbert space and its convergence analy-
sis. The convergence analysis guarantees that the proposed algorithm strongly converges
to a fixed point of a nonexpansive mapping under certain assumptions. We numerically
compared the abilities of the proposed and Halpern algorithms in solving a concrete fixed
point problem. The results showed that the proposed algorithm performs better than the
Halpern algorithm.
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Endnote
a Examples of (@)new and (Bn)nen satisfying (C1)-(C4) are a,, := 1/(n+1)? and B, = 1/(n+1)*? (n € N), where a € (0, 1].
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