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Agarwal et al. have proposed the concept of the solution of fuzzy fractional differential equations in [10]. Arshad and Lupulescu [11] have deduced some existence and uniqueness results for fuzzy fractional differential equations under Riemann-Liouville derivative. Allahviranloo et al. have presented the explicit solutions of fuzzy fractional differential equations and some related results in $[12,13]$. Some existence and uniqueness results for fuzzy fractional integral equations and fuzzy fractional integro-differential equations have been proposed in [14, 15].
In this paper, we consider nonlinear fuzzy fractional differential equations of the form

$$
D^{q} u=f(t, u),
$$

where $0<q<1$ and $D^{q}$ is the Riemann-Liouville fractional derivative and $u(t)$ is a fuzzy real number for each $t \in(0, a], a>0$. We present some conditions to obtain a solution.
The paper is organized as follows. In Section 2, we recall the definitions of fuzzy fractional integral and derivative and related properties used in the paper. In Section 3, we present sufficient conditions to have at least a solution.

## 2 Preliminaries

In this section, we give some definitions and introduce the necessary notation which will be used throughout the paper, see for example [16].
Let us denote by $\mathbb{R}_{F}$ the class of fuzzy subsets of the real axis, that is, maps $u: \mathbb{R} \rightarrow[0,1]$ satisfying the following properties:
(i) $u$ is normal, i.e., there exists $s_{0} \in \mathbb{R}$ such that $u\left(s_{0}\right)=1$,
(ii) $u$ is a convex fuzzy set (i.e. $u(t s+(1-t) r) \geq \min \{u(s), u(r)\}, \forall t \in[0,1], s, r \in \mathbb{R})$,
(iii) $u$ is upper semicontinuous on $\mathbb{R}$,
(iv) $\operatorname{cl}\{s \in \mathbb{R} \mid u(s)>0\}$ is compact where cl denotes the closure of a subset.

Then $\mathbb{R}_{F}$ is called the space of fuzzy numbers. For $0<\alpha \leq 1$ denote $[u]^{\alpha}=\{s \in \mathbb{R} \mid u(s) \geq \alpha\}$ and $[u]^{0}=\operatorname{cl}\{s \in \mathbb{R} \mid u(s)>0\}$. Then from (i)-(iv), it follows that the $\alpha$-level set $[u]^{\alpha}$ is a nonempty compact interval for all $0 \leq \alpha \leq 1$ and any $u \in \mathbb{R}_{F}$. The notation

$$
[u]^{\alpha}=\left[\underline{u}^{\alpha}, \bar{u}^{\alpha}\right]
$$

denotes explicitly the $\alpha$-level set of $u$. We refer to $\underline{u}$ and $\bar{u}$ as the lower and upper branches of $u$, respectively.

For $u, v \in \mathbb{R}_{F}$ and $\lambda \in \mathbb{R}$, the sum $u+v$ and the product $\lambda u$ are defined by $[u+v]^{\alpha}=$ $[u]^{\alpha}+[v]^{\alpha},[\lambda u]^{\alpha}=\lambda[u]^{\alpha}, \forall \alpha \in[0,1]$ where $[u]^{\alpha}+[v]^{\alpha}$ means the usual addition of two intervals (subsets) of $\mathbb{R}$ and $\lambda[u]^{\alpha}$ means the usual product between a scalar and a subset of $\mathbb{R}$. This is a consequence of Zadeh's Extension Principle [16].
The metric structure is given by the Hausdorff distance

$$
D: \mathbb{R}_{F} \times \mathbb{R}_{F} \rightarrow \mathbb{R}_{+} \cup\{0\}
$$

by

$$
D(u, v)=\sup _{\alpha \in[0,1]} d_{H}\left([u]^{\alpha},[v]^{\alpha}\right)=\sup _{\alpha \in[0,1]} \max \left\{\left|\underline{u}^{\alpha}-\underline{v}^{\alpha}\right|,\left|\bar{u}^{\alpha}-\bar{v}^{\alpha}\right|\right\} .
$$

The following properties are well known:

$$
\begin{aligned}
& D(u+w, v+w)=D(u, v), \quad \forall u, v, w \in \mathbb{R}_{F}, \\
& D(k u, k v)=|k| D(u, v), \quad \forall k \in \mathbb{R}, u, v \in \mathbb{R}_{F}, \\
& D(\lambda u, \mu u)=|\lambda-\mu| D(u, \tilde{0}), \quad \forall \lambda, \mu \geq 0, u \in \mathbb{R}_{F}, \\
& D(u+v, w+e) \leq D(u, w)+D(v, e), \quad \forall u, v, w, e \in \mathbb{R}_{F},
\end{aligned}
$$

and $\left(\mathbb{R}_{F}, D\right)$ is a complete metric space.
The concept of a semi-linear space and similar concepts were already considered, for instance, in [17]. A semilinear metric space is a semilinear space $S$ with a metric $d: S \times S \rightarrow$ $\mathbb{R}_{+}$which is translation invariant and positively homogeneous, that is,

- $d(a+c, b+c)=d(a, b)$,
- $d(\lambda a, \lambda b)=\lambda d(a, b)$, for all $\lambda \geq 0$,
for all $a, b, c \in S$ and $\lambda \geq 0$. In this case, we can define a norm on $S$ by $\|x\|=d(x, \tilde{0})$, where $\tilde{0}$ is the zero element in $S$. If $S$ is a semilinear metric space, then addition and scalar multiplication on $S$ are continuous. If $S$ is a complete metric space, then we say that $S$ is a semilinear Banach space. For example, the set of fuzzy real numbers is not a vector space and hence it cannot be Banach space. The set of continuous functions from the real compact interval $[0,1]$ into the set of fuzzy real numbers is a semilinear Banach space. We say semilinear space $S$ has cancellation property if $a+b=c+b$ implies $a=c$ for $a, b, c \in S$.
Let $a>0$. We denote by $C\left((0, a], \mathbb{R}_{F}\right)$ the space of all continuous fuzzy functions defined on $(0, a]$. Now, let $r \geq 0$. We define

$$
C_{r}\left([0, a], \mathbb{R}_{F}\right)=\left\{u \in C\left((0, a], \mathbb{R}_{F}\right) ; u_{r} \in C\left([0, a], \mathbb{R}_{F}\right)\right\}
$$

where $u_{r}(t)=t^{r} u(t), t \in(0, a]$. Obviously, $C_{r}\left([0, a], \mathbb{R}_{F}\right)$ is a complete metric space with respect to the metric

$$
h_{r}(u, v)=\max _{t \in[0, a]} t^{r} D(u(t), v(t)), \quad u, v \in C_{r}\left([0, a], \mathbb{R}_{F}\right)
$$

We denote $h_{r}(u, \tilde{0})$ by $\|u\|_{r}$, which is not a norm in the classical sense, since $C_{r}\left([0, a], \mathbb{R}_{F}\right)$ is not a vector space. We point out that $C_{0}\left([0, a], \mathbb{R}_{F}\right)=C\left([0, a], \mathbb{R}_{F}\right)$. We define $\mathbb{R}_{F}^{c}$ as the space of fuzzy sets $u \in \mathbb{R}_{F}$ with the property that the function $\alpha \mapsto[u]^{\alpha}$ is continuous with respect to the Hausdorff metric on $[0,1]$. It is well known that $\left(\mathbb{R}_{F}^{c}, D\right)$ is a complete metric space [18]. If the functions take values in $\mathbb{R}_{F}^{c}$, we get the sets $C_{r}\left([0,1], \mathbb{R}_{F}^{c}\right), r \geq 0$.

Definition 2.1 ([18]) A subset $A \subseteq \mathbb{R}_{F}^{c}$ is said to be compact-supported if there exists a compact set $K \subseteq \mathbb{R}$ such that $[y]^{0} \subseteq K$ for all $y \in A$.

Definition 2.2 ([18]) A subset $A \subseteq \mathbb{R}_{F}^{c}$ is said to be level-equicontinuous at $\alpha_{0} \in[0,1]$ if for all $\varepsilon>0$, there exists $\delta>0$ such that

$$
\left|\alpha-\alpha_{0}\right|<\delta \quad \text { implies } \quad D\left([y]^{\alpha},[y]^{\alpha_{0}}\right)<\varepsilon, \quad \text { for all } y \in A .
$$

$A$ is level-equicontinuous on $[0,1]$ if $A$ is level-equicontinuous at $\alpha$ for all $\alpha \in[0,1]$.

Theorem 2.3 ([18]) Let A be a compact-supported subset of $\mathbb{R}_{F}^{c}$. Then the following assertions are equivalent:

- $A$ is a relatively compact subset of $\left(\mathbb{R}_{F}^{c}, D\right)$,
- A is level-equicontinuous on $[0,1]$.

In fact, if $A$ is relatively compact in $\left(\mathbb{R}_{F}^{c}, D\right)$, then $A$ is compact-supported and also level-equicontinuous on $[0,1]$. Conversely, if $A$ is compact-supported in $\mathbb{R}_{F}^{c}$ and levelequicontinuous on $[0,1]$, then $A$ is relatively compact in $\left(\mathbb{R}_{F}^{c}, D\right)$.

Definition 2.4 ([18]) A continuous function $f:[0 ; a] \times \mathbb{R}_{F}^{c} \rightarrow \mathbb{R}_{F}^{c}$ is said to be compact if for every subinterval $I \subseteq[0, a]$ and every bounded subset $A \subseteq \mathbb{R}_{F}^{c}$, then $f(I \times A)$ is relatively compact in $\mathbb{R}_{F}^{c}$.

Let $P_{k}(\mathbb{R})$ denote the family of all nonempty compact convex subsets of $\mathbb{R} . P_{k}(\mathbb{R})$ is endowed with the topology generated by the Hausdorff metric $d_{H}$.

Definition 2.5 A mapping $F: I \rightarrow \mathbb{R}_{F}$ is strongly measurable if, for all $\alpha \in[0,1]$, the setvalued mapping $F_{\alpha}: I \rightarrow P_{k}\left(\mathbb{R}^{n}\right)$ defined by the following:

$$
F_{\alpha}(t)=[F(t)]^{\alpha}, \quad t \in I,
$$

is Lebesgue measurable.

Definition 2.6 Let $F: I \rightarrow \mathbb{R}_{F}$. The integral of $F$ over $I$, denoted by $\int_{I} F(t) d t$, is defined level-wise by the following expression:

$$
\left[\int_{I} F(t) d t\right]^{\alpha}=\int_{I} F_{\alpha}(t) d t=\left\{\int_{I} f(t) d t \mid f: I \rightarrow \mathbb{R} \text { is a measurable selection for } F_{\alpha}\right\}
$$

for all $0<\alpha \leq 1$.

A function $F: I \rightarrow \mathbb{R}_{F}$ is called integrably bounded if there exists an integrable function $h: I \rightarrow \mathbb{R}_{+}$such that $D\left(F_{0}(t), \tilde{0}\right) \leq h(t)$, for all $t \in I$. A strongly measurable and integrably bounded mapping $F: I \rightarrow \mathbb{R}_{F}$ is said to be integrable over $I$ if $\int_{I} F(t) d t \in \mathbb{R}_{F}$.

Corollary 2.7 If $F: I \rightarrow \mathbb{R}_{F}$ is continuous, then it is integrable.

We denote by $L^{1}\left(I, \mathbb{R}_{F}\right)$ the space of Lebesgue integrable functions from $I$ to $\mathbb{R}_{F}$.
Theorem 2.8 ([19]) Let $F, G: I \rightarrow \mathbb{R}_{F}$ be integrable and $\lambda \in \mathbb{R}$. Then
(i) $\int_{I}(F+G)=\int_{I} F+\int_{I} G$,
(ii) $\int_{I} \lambda F=\lambda \int_{I} F$,
(iii) $D(F, G)$ is integrable on $I$,
(iv) $D\left(\int_{I} F, \int_{I} G\right) \leq \int_{I} D(F, G)$.

Theorem 2.9 ([2], Schauder Fixed-Point Theorem for Semilinear Spaces) Let B be a nonempty, closed, bounded and convex subset of a semilinear Banach space $S$ having the cancellation property and suppose $P: B \rightarrow B$ is a compact operator. Then $P$ has at least one fixed point in $B$.

Definition 2.10 Let $u \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a], \mathbb{R}_{F}\right)$. The fuzzy fractional integral of order $q>0$ of $u$ is defined as

$$
I^{q} u(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} u(s) d s, \quad t \in(0, a),
$$

provided the integral in the right-hand side is defined for a.e. $t \in(0, a)$. For $q=1$ we obtain $I^{1} u(t)=\int_{0}^{t} u(s) d s$; that is, the classical integral operator.

Remark 2.11 ([11]) Let $q \in(0,1)$. If $u \in C_{r}\left([0, a], \mathbb{R}_{F}\right)$ with $r<q$, then $I^{q} u \in C\left((0, a], \mathbb{R}_{F}\right)$ and $I^{q} u\left(0^{+}\right)=\tilde{0}$. If $u \in C_{q}\left([0, a], \mathbb{R}_{F}\right)$, then $I^{q} u$ is bounded at $t=0$, whereas if $u \in$ $C_{r}\left([0, a], \mathbb{R}_{F}\right)$ with $q<r<1$, then we may expect $I^{q} u$ to be unbounded at $t=0$. This is similar to the crisp case [7].

Proposition 2.12 ([11]) If $u \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a], \mathbb{R}_{F}\right)$ and $p, q>0$, then

$$
I^{p} I^{q} u=I^{p+q} u
$$

Example 2.13 ([11]) Let $u:[0, a] \rightarrow \mathbb{R}_{F}$ be a constant fuzzy function, $u(t)=c \in \mathbb{R}_{F}$, for $t \in[0, a]$. Then

$$
I^{q} u(t)=\frac{1}{\Gamma(q+1)} t^{q} c .
$$

Example 2.14 ([11]) Let $u:(0, a] \rightarrow \mathbb{R}_{F}$ be a fuzzy function given by $u(t)=c t^{r}$, where $c \in \mathbb{R}_{F}$ and $r>-1$. Then

$$
I^{q} u(t)=\frac{\Gamma(r+1)}{\Gamma(r+q+1)} c t^{q+r}
$$

Definition 2.15 ([2]) Let $u \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a], \mathbb{R}_{F}\right)$ and $q \in(0,1)$. If the fuzzy function $t \mapsto \int_{0}^{t}(t-s)^{-q} u(s) d s$ is Hukuhara differentiable on $(0, a]$, then we define the fuzzy fractional derivative of order $q$ of $u$ at $t$ by

$$
D^{q} u(t)=\frac{1}{\Gamma(1-q)} \frac{d}{d t} \int_{0}^{t}(t-s)^{-q} u(s) d s,
$$

which defines a fuzzy number $D^{q} u(t) \in \mathbb{R}_{F}$.
Remark 2.16 Obviously $D^{q} u(t)=\frac{d}{d t} I^{1-q} u(t)$ for $t \in(0, a]$. Also we have

$$
D^{q}(c u)(t)=c D^{q}(u)(t), \quad \forall c \in \mathbb{R}_{F},
$$

and

$$
D^{q}(u+v)(t)=D^{q}(u)(t)+D^{q}(v)(t) .
$$

Proposition 2.17 ([11]) If $u \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a], \mathbb{R}_{F}\right)$ and $0<q<1$, then

$$
D^{q} I^{q} u=u .
$$

Example 2.18 ([11]) Let $u:(0, a] \rightarrow \mathbb{R}_{F}$ be a constant fuzzy function, $u(t)=c \in \mathbb{R}_{F}$ for $t \in(0, a]$. Then

$$
D^{q} u(t)=\frac{t^{-q}}{\Gamma(1-q)} c .
$$

Example 2.19 ([11]) Let $u:(0, a] \rightarrow \mathbb{R}_{F}$ be a fuzzy function given by $u(t)=c t^{r}$ where $c \in$ $\mathbb{R}_{F}$ and $r>-1, r \neq q-1$. Then

$$
D^{q} u(t)=\frac{\Gamma(r+1)}{\Gamma(r-q+1)} c t^{r-q} .
$$

We note that $D^{q} c t^{q-1}=\tilde{0}$.

According to Definition 2.15 and Example 2.19, we obtain the following lemma.

Lemma 2.20 Let $u \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a], \mathbb{R}_{F}\right)$ and $0<q<1$. Then the solutions of the fuzzy fractional differential equation

$$
D^{q} u=0
$$

are $u(t)=c t^{q-1}, c \in \mathbb{R}_{F}$.

## 3 Fuzzy fractional differential equations

Consider the fuzzy fractional differential equation

$$
\begin{equation*}
D^{q} u=f(t, u), \tag{1}
\end{equation*}
$$

where $0<q<1$ and $f:[0, a] \times \mathbb{R}_{F} \rightarrow \mathbb{R}_{F}$ is a continuous fuzzy function on $(0, a] \times \mathbb{R}_{F}$.

Definition 3.1 A fuzzy function $u \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a], \mathbb{R}_{F}\right)$ with continuous fractional derivative $D^{q} u$ on $(0, a]$ is a solution of the fuzzy fractional differential equation (1) if

$$
D^{q} u(t)=f(t, u(t)), \quad \text { for all } t \in(0, a] .
$$

Remark 3.2 We may apply the results in Section 2 to consider a fuzzy integral equation which allows to obtain a solution to Eq. (1). Indeed, if $u \in C\left([0, a], \mathbb{R}_{F}\right)$ is a solution to the fuzzy integral equation

$$
u(t)=I^{q} f(t, u(t))
$$

and $f(t, u(t)) \in C\left((0, a], \mathbb{R}_{F}\right) \cap L^{1}\left((0, a), \mathbb{R}_{F}\right)$, then $u$ is also a solution to Eq. (1).

Lemma 3.3 If $u:[0, a] \rightarrow \mathbb{R}_{F}$ is continuous, then $u$ is bounded.

Proof If $u$ is continuous, the function $\underline{u}^{\alpha}:[0,1] \rightarrow \mathbb{R}$ and $\bar{u}^{\alpha}:[0,1] \rightarrow \mathbb{R}$ are continuous functions on $[0,1]$, and bounded. Then $D(u, \tilde{0}) \leq \max \left\{\left|\underline{u}^{\alpha}\right|,\left|\bar{u}^{\alpha}\right|\right\}$ is bounded.

In the sequel, if $u \in C\left([0,1], \mathbb{R}_{F}^{c}\right)$ and $0 \leq r<q<1$, we define the operator $\mathcal{A}$ : $C\left([0,1], \mathbb{R}_{F}^{c}\right) \rightarrow C\left([0,1], \mathbb{R}_{F}^{c}\right)$ by

$$
[\mathcal{A} u](t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} u_{-r}(s) d s=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} u(s) d s
$$

Lemma 3.4 The operator $\mathcal{A}$ is well-defined and continuous on $C\left([0,1], \mathbb{R}_{F}^{c}\right)$.

Proof First we show that $\mathcal{A}$ is well defined, i.e., for fixed $u \in C\left([0,1], \mathbb{R}_{F}^{c}\right)$, we check that $\mathcal{A} u \in C\left([0,1], \mathbb{R}_{F}^{c}\right)$. In fact we prove that $\mathcal{A} u$ is uniformly continuous on $[0,1]$. Let $t_{1}, t_{2} \in$ $[0,1], t_{1}<t_{2}$, and $M$ such that

$$
D(u(s), \tilde{0}) \leq M, \quad \forall s \in[0,1] .
$$

Then

$$
\begin{aligned}
& D\left(\mathcal{A} u\left(t_{1}\right), \mathcal{A} u\left(t_{2}\right)\right) \\
&= \frac{1}{\Gamma(q)} D\left(\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} s^{-r} u(s) d s, \int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} u(s) d s\right) \\
&= \frac{1}{\Gamma(q)} D\left(\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} s^{-r} u(s) d s, \int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1} s^{-r} u(s) d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} u(s) d s\right) \\
& \leq \frac{1}{\Gamma(q)}\left[D\left(\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} s^{-r} u(s) d s, \int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1} s^{-r} u(s) d s\right)\right. \\
&\left.+D\left(\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} u(s) d s, \tilde{0}\right)\right] \\
& \leq \frac{1}{\Gamma(q)}\left[\int_{0}^{t_{1}} D\left(\left(t_{1}-s\right)^{q-1} s^{-r} u(s),\left(t_{2}-s\right)^{q-1} s^{-r} u(s)\right) d s\right. \\
&\left.+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} D(u(s), \tilde{0}) d s\right] \\
&= \frac{1}{\Gamma(q)}\left[\int_{0}^{t_{1}}\left|\left(t_{1}-s\right)^{q-1} s^{-r}-\left(t_{2}-s\right)^{q-1} s^{-r}\right| D(u(s), \tilde{0}) d s\right. \\
&\left.+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} D(u(s), \tilde{0}) d s\right] \\
& \leq \frac{M}{\Gamma(q)}\left[\int_{0}^{t_{1}}\left|\left(t_{1}-s\right)^{q-1} s^{-r}-\left(t_{2}-s\right)^{q-1} s^{-r}\right| d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} d s\right] \\
&= \frac{M}{\Gamma(q)}\left[\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} s^{-r} d s-\int_{0}^{t_{1}}\left(t_{2}-s\right)^{q-1} s^{-r} d s+\int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} d s\right] \\
&= \frac{M}{\Gamma(q)}\left[\int_{0}^{t_{1}}\left(t_{1}-s\right)^{q-1} s^{-r} d s-\int_{0}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} d s+2 \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} d s\right] \\
&= M\left[\frac{\Gamma(-r+1)}{\Gamma(-r+q+1)}\left(t_{1}^{q-r}-t_{2}^{q-r}\right)+\frac{2}{\Gamma(q)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} d s\right] .
\end{aligned}
$$

Therefore $D\left(\mathcal{A} u\left(t_{1}\right), \mathcal{A} u\left(t_{2}\right)\right) \rightarrow 0$ when $\left|t_{1}-t_{2}\right| \rightarrow 0$.

Next, we prove continuity of $\mathcal{A}$. Let $v_{n} \rightarrow v$ as $n \rightarrow \infty$ in $C\left([0,1], \mathbb{R}_{F}^{c}\right)$, i.e., $h_{0}\left(v_{n}, v\right) \rightarrow 0$ as $n \rightarrow \infty$. Then we have

$$
\begin{aligned}
h_{0} & \left(\mathcal{A} v_{n}, \mathcal{A} v\right) \\
& =\sup _{t \in[0,1]} D\left(\mathcal{A} v_{n}(t), \mathcal{A} v(t)\right) \\
& =\sup _{t \in[0,1]} D\left(\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} v_{n}(s) d s, \frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} v(s) d s\right) \\
& \leq \frac{1}{\Gamma(q)} \sup _{t \in[0,1]} \int_{0}^{t}(t-s)^{q-1} s^{-r} D\left(v_{n}(s), v(s)\right) d s \\
& \leq \frac{1}{\Gamma(q)} h_{0}\left(v_{n}, v\right) \sup _{t \in[0,1]} \int_{0}^{t}(t-s)^{q-1} s^{-r} d s \\
& =h_{0}\left(v_{n}, v\right) \sup _{t \in[0,1]} \frac{\Gamma(-r+1)}{\Gamma(-r+q+1)} t^{q-r} \\
& =\frac{\Gamma(-r+1)}{\Gamma(-r+q+1)} h_{0}\left(v_{n}, v\right) .
\end{aligned}
$$

Therefore $\mathcal{A} v_{n} \rightarrow \mathcal{A} v$ as $n \rightarrow \infty$ in $C\left([0,1], \mathbb{R}_{F}^{c}\right)$.
Remark 3.5 If $G \subseteq C\left([0,1], \mathbb{R}_{F}^{c}\right)$ is bounded, then $\mathcal{A}(G)$ is bounded in $C\left([0,1], \mathbb{R}_{F}^{c}\right)$. Indeed, for $v \in G$ we have

$$
D(\mathcal{A v}(t), \tilde{0}) \leq \sup _{t \in[0,1]} D(v(t), \tilde{0}) \frac{\Gamma(1-r)}{\Gamma(1-r+q)} t^{q-r} \leq \frac{\Gamma(1-r)}{\Gamma(1-r+q)} \sup _{t \in[0,1]} D(v(t), \tilde{0}) .
$$

Lemma 3.6 If $G \subseteq C\left([0,1], \mathbb{R}_{F}^{c}\right)$ is bounded, then $\mathcal{A}(G)$ is equicontinuous in $C\left([0,1], \mathbb{R}_{F}^{c}\right)$.
Proof Let $h_{0}(u, \tilde{0}) \leq M$, for all $u \in G$ and $t_{1}, t_{2} \in[0,1], t_{1}<t_{2}$. Then from the first part of the proof of the Lemma 3.4, we have, for all $u \in G$,

$$
D\left(\mathcal{A} u\left(t_{1}\right), \mathcal{A} u\left(t_{2}\right)\right) \leq M\left[\frac{\Gamma(-r+1)}{\Gamma(-r+q+1)}\left(t_{1}^{q-r}-t_{2}^{q-r}\right)+\frac{2}{\Gamma(q)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{q-1} s^{-r} d s\right]
$$

which tends to 0 as $\left|t_{1}-t_{2}\right| \rightarrow 0$ uniformly in $u \in G$. Hence $\mathcal{A}(G)$ is equicontinuous in $C\left([0,1], \mathbb{R}_{F}^{c}\right)$.

Remark 3.7 If $G \subseteq C\left([0,1], \mathbb{R}_{F}^{c}\right)$ is such that $\{v(s) \mid v \in G, s \in[0,1]\}$ is compact-supported in $\mathbb{R}_{F}^{c}$, then $G$ is bounded. Indeed, there exists a compact set $K$ in $\mathbb{R}$ such that $\left\{[v(s)]^{0} \mid v \in\right.$ $G, s \in[0,1]\} \subseteq K$. On the other hand, for $v \in G$,

$$
\begin{aligned}
h_{0}(v, \tilde{0}) & =\sup _{t \in[0,1]} \sup _{\alpha \in[0,1]} d_{H}\left([v(t)]^{\alpha},\{0\}\right) \\
& =\sup _{t \in[0,1]} \sup _{\alpha \in[0,1]} d_{H}\left(\left[\underline{v}^{\alpha}(t), \bar{v}^{\alpha}(t)\right],\{0\}\right) \\
& =\sup _{t \in[0,1]} \sup _{\alpha \in[0,1]} \max \left\{\left|\underline{v}^{\alpha}(t)\right|,\left|\bar{v}^{\alpha}(t)\right|\right\} \\
& \leq \sup _{t \in[0,1]} \max \left\{\left|\underline{v}^{0}(t)\right|,\left|\bar{v}^{0}(t)\right|\right\}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sup _{t \in[0,1]} d_{H}\left(\left|[v(t)]^{0}\right|,\{0\}\right) \\
& <+\infty
\end{aligned}
$$

Then $G \subseteq C\left([0,1], \mathbb{R}_{F}^{c}\right)$ is bounded.

Lemma 3.8 If $G \subseteq C\left([0,1], \mathbb{R}_{F}^{c}\right)$ is such that

$$
\{v(s) \mid v \in G, s \in[0,1]\},
$$

is compact-supported and level-equicontinuous, then $\mathcal{A}(G)$ is relatively compact in $C([0,1]$, $\mathbb{R}_{F}^{c}$.

Proof By the Arzelà-Ascoli Theorem, we show that $\mathcal{A}(G)$ is an equicontinuous subset of $C\left([0,1], \mathbb{R}_{F}^{c}\right)$ and $\mathcal{A}(G)(t)$ is relatively compact in $\mathbb{R}_{F}^{c}$ for each $t \in[0,1]$. Since by Remark 3.7, $G$ is bounded, using Lemma 3.6, it is sufficient to show $\mathcal{A}(G)(t)$ is relatively compact for each $t \in[0,1]$ in $\mathbb{R}_{F}^{c}$. By Theorem 2.3, it is equivalent to showing that $\mathcal{A}(G)(t)$ is a compactsupported subset of $\mathbb{R}_{F}^{c}$ and level-equicontinuous on $[0,1]$ for each $t \in[0,1]$. Since $\{v(s) \mid$ $v \in G, s \in[0,1]\}$ is compact-supported, there exists a compact set $K \subseteq \mathbb{R}$ such that $[v(s)]^{0} \subseteq$ $K$ for all $s \in[0,1]$ and $v \in G$. Then, for all $v \in G$ and $t \in[0,1]$,

$$
\begin{aligned}
{[\mathcal{A}(v)(t)]^{0} } & =\left[\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} v(s) d s\right]^{0} \\
& =\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r}[v(s)]^{0} d s \\
& \subseteq \frac{K}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} d s \\
& \subseteq \frac{\Gamma(-r+1)}{\Gamma(-r+q+1)} K .
\end{aligned}
$$

Then $\mathcal{A}(G)(t)$ is compact-supported for each $t \in[0,1]$.
Now, to prove level-equicontinuity, take fixed $t \in[0,1]$ and $\varepsilon>0$. If $w \in \mathcal{A}(G)(t)$, then $w=\mathcal{A}(v)(t)$, for some $v \in G$ so that

$$
[w]^{\alpha}=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r}[v(s)]^{\alpha} d s, \quad \alpha \in[0,1] .
$$

Therefore

$$
d_{H}\left([w]^{\alpha},[w]^{\beta}\right) \leq \frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} d_{H}\left([v(s)]^{\alpha},[v(s)]^{\beta}\right) d s .
$$

Since $\{v(s) \mid v \in G, s \in[0,1]\}$ is level-equicontinuous, then for given $\varepsilon \frac{\Gamma(-r+q+1)}{2 \Gamma(-r+1)}>0$, there exists $\delta>0$ such that $|\alpha-\beta|<\delta$, then

$$
d_{H}\left([v(s)]^{\alpha},[v(s)]^{\beta}\right)<\frac{\varepsilon \Gamma(-r+q+1)}{2 \Gamma(-r+1)}, \quad v \in G, s \in[0,1] .
$$

Hence

$$
d_{H}\left([w]^{\alpha},[w]^{\beta}\right) \leq \frac{\varepsilon \Gamma(-r+q+1)}{2 \Gamma(-r+1)} \frac{\Gamma(-r+1)}{\Gamma(-r+q+1)} t^{q-r} \leq \frac{\varepsilon}{2} t^{q-r}<\varepsilon .
$$

Then $\mathcal{A}(G)(t)$ is level-equicontinuous in $\mathbb{R}_{F}^{c}$ on $[0,1]$ for every $t \in[0,1]$.

In the following, we consider

$$
\begin{aligned}
& \mathcal{N}: \Omega \rightarrow C\left([0, a], \mathbb{R}_{F}^{c}\right), \\
& \mathcal{N} u(t)=t^{r} f(t, u(t)), \quad t \in[0, a],
\end{aligned}
$$

where

$$
\Omega=\left\{u \in C\left([0, a], \mathbb{R}_{F}^{c}\right) \mid h_{0}(u, \tilde{0}) \leq R\right\} .
$$

The operator $\mathcal{N}$ is well-defined if $(t, u) \rightarrow t^{r} f(t, u)$ is a continuous function in $[0, a] \times \mathbb{R}_{F}^{c}$ with values in $\mathbb{R}_{F}^{c}$.
We define $f_{r}$ as $f_{r}(t, u)=t^{r} f(t, u), t \in[0, a]$. Now, let $S=\left\{x \in \mathbb{R}_{F}^{c} \mid D(x, \tilde{0}) \leq R\right\}$. Then we have the following result.

Lemma 3.9 Suppose that $f_{r}:[0, a] \times \mathbb{R}_{F}^{c} \rightarrow \mathbb{R}_{F}^{c}$ is uniformly continuous and bounded in $[0, a] \times S$. Then the operator $\mathcal{N}$ is continuous and bounded in $C\left([0, a], \mathbb{R}_{F}^{c}\right)$.

Proof Let the sequence $u_{n} \rightarrow u$, as $n \rightarrow \infty$ in $C\left([0, a], \mathbb{R}_{F}^{c}\right)$ where $u_{n}, u \in \Omega$. Then for a given $\varepsilon>0$ by the uniform continuity of $f_{r}$ in $[0, a] \times S$, there exists $\delta>0$ such that for $(t, x),(s, y) \in[0, a] \times S$,

$$
H((t, x),(s, y))=|t-s|+D(x, y)<\delta \quad \text { implies } \quad D\left(t^{r} f(t, x), s^{r} f(s, y)\right)<\varepsilon .
$$

Now, given $\delta>0$, since $u_{n} \rightarrow u$ as $n \rightarrow \infty$, there exists $n_{0} \in \mathbb{N}$ such that, for $n \geq n_{0}$, we have $h_{0}\left(u_{n}, u\right)<\delta$, i.e., $\sup _{t \in[0, a]} D\left(u_{n}(t), u(t)\right)<\delta$. Then $H\left(\left(t, u_{n}(t)\right),(t, u(t))\right)=D\left(u_{n}(t), u(t)\right)<\delta$, $\forall t \in[0, a], \forall n \geq n_{0}$, so that $D\left(f_{r}\left(t, u_{n}(t)\right), f_{r}(t, u(t))\right)<\varepsilon, \forall t \in[0, a], n \geq n_{0}$, and

$$
\begin{aligned}
h_{0}\left(\mathcal{N} u_{n}, \mathcal{N} u\right) & =\sup _{t \in[0, a]} D\left(\mathcal{N} u_{n}(t), \mathcal{N} u(t)\right) \\
& =\sup _{t \in[0, a]} D\left(f_{r}\left(t, u_{n}(t)\right), f_{r}(t, u(t))\right) \\
& \leq \varepsilon .
\end{aligned}
$$

This proves that $\mathcal{N} u_{n} \rightarrow \mathcal{N} u$ in $C\left([0, a], \mathbb{R}_{F}^{c}\right)$. On the other hand, if $B$ is bounded in $\Omega$, then $h_{0}(u, \tilde{0}) \leq M, \forall u \in B$, i.e., $\sup _{t \in[0, a]} D(u(t), \tilde{0}) \leq M$. Then $h_{0}(\mathcal{N} u, \tilde{0})=\sup _{t \in[0, a]} D(\mathcal{N} u(t)$, $\tilde{0})=\sup _{t \in[0, a]} D\left(f_{r}(t, u(t)), \tilde{0}\right), \forall u \in B$. Since $f_{r}$ is bounded in $[0, a] \times S$, then there exists a $K>0$ such that $h_{0}(\mathcal{N} u, \tilde{0}) \leq K, \forall u \in B$. Then $\mathcal{N}(B)$ is bounded.

Lemma 3.10 $\operatorname{If}\left\{f_{r}(s, x) \mid(s, x) \in[0, a] \times S\right\}$ is compact-supported and level-equicontinuous, then

$$
\{u(s) \mid u \in N(\Omega), s \in[0, a]\}
$$

is relatively compact.

Proof Since

$$
\begin{aligned}
\left\{f_{r}(s, u(s)) \mid u \in \Omega, s \in[0, a]\right\} & =\{(\mathcal{N} u)(s) \mid u \in \Omega, s \in[0, a]\} \\
& =\{u(s) \mid u \in \mathcal{N}(\Omega), s \in[0, a]\}
\end{aligned}
$$

is compact-supported and level-equicontinuous, it is relatively compact.
Lemma 3.11 Let $f_{r}(t, x)$ be a continuous mapping on $[0, a] \times S$. Then it is compact on $[0,1] \times S$ if and only if the set $\left\{t^{r} f(t, x) \mid t \in[0, a], x \in S\right\}$ is compact-supported and levelequicontinuous.

Proof First, let $f_{r}(t, x)$ be continuous and compact on $[0, a] \times S$. Then by Theorem 2.3, $\left\{f_{r}(t, x) \mid t \in[0, a], x \in S\right\}$ is compact-supported and level-equicontinuous.
Now let $\left\{f_{r}(t, x) \mid t \in[0, a], x \in S\right\}$ is compact-supported and level-equicontinuous. Again by Theorem 2.3, it is relatively compact. Hence $f_{r}$ is compact on $[0, a] \times S$. Since for any bounded set $B \subseteq[0, a] \times S$, the set $\left\{f_{r}(t, x) \mid(t, x) \in B\right\}$ is relatively compact.

Definition $3.12 \mathcal{T}: C\left([0,1], \mathbb{R}_{F}\right) \rightarrow C\left([0,1], \mathbb{R}_{F}\right)$ is a bounded operator if for every bounded $B$ in $C\left([0,1], \mathbb{R}_{F}\right), \mathcal{T}(B)$ is bounded in $C\left([0,1], \mathbb{R}_{F}\right)$.

In the following, we present a local existence theorem for the fuzzy fractional differential equation (1). For simplicity, in the rest of the paper, we shall often limit arguments to the choice $a=1$.

Theorem 3.13 Let $0 \leq r<q<1$ and let $f:(0,1] \times \mathbb{R}_{F}^{c} \rightarrow \mathbb{R}_{F}^{c}$ be a given continuous fuzzy function in $(0,1] \times \mathbb{R}_{F}^{c}$. If $f_{r}:[0,1] \times \mathbb{R}_{F}^{c} \rightarrow \mathbb{R}_{F}^{c}$ is compact and uniformly continuous on $[0,1] \times \mathbb{R}_{F}^{c}$, then the fuzzy integral equation has at least one continuous solution defined on $[0, \delta]$, for a suitable $0<\delta \leq 1$.

Proof According to Remark 3.2, we need only consider the following fuzzy integral equation:

$$
u(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} f(s, u(s)) d s
$$

Define the set

$$
\Omega=\left\{u \in C\left([0,1], \mathbb{R}_{F}^{c}\right) \mid h_{0}(u, \tilde{0}) \leq R\right\} .
$$

It is easy to see that $\Omega$ is a closed, bounded and convex subset of the semilinear Banach space $C\left([0,1], \mathbb{R}_{F}^{c}\right)$. On the set $\Omega$, we define the operator $\mathcal{T}: \Omega \rightarrow C\left([0,1], \mathbb{R}_{F}^{c}\right)$ by

$$
(\mathcal{T} u)(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} f(s, u(s)) d s
$$

We claim that the operator $\mathcal{T}$ is continuous and compact. Indeed, the operator is the composition of two continuous and bounded operators $\mathcal{T}=\mathcal{A} \circ \mathcal{N}$, where

$$
\mathcal{N} u(t)=t^{r} f(t, u(t)), \quad t \in[0,1]
$$

and

$$
\mathcal{A} v(t)=\frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} v(s) d s, \quad v \in C\left([0,1], \mathbb{R}_{F}^{c}\right)
$$

The operator $\mathcal{T}$ is well defined since it is the composition of $\mathcal{A}$ and $\mathcal{N}$. Since $f_{r}$ is continuous and compact, by Lemma 3.11, $\left\{f_{r}(t, u) \mid t \in[0,1], u \in S\right\}$ is compact-supported and level-equicontinuous. Then by Lemma 3.10, $\{v(s) \mid v \in N(\Omega), s \in[0,1]\}$ is compactsupported and level-equicontinuous. Therefore, by Lemma 3.8, $\mathcal{A}(\mathcal{N}(\Omega))$ is relatively compact in $C\left([0,1], \mathbb{R}_{F}^{c}\right)$. Then operator $\mathcal{T}$ is compact on $\Omega$.
Moreover, from Example 2.14, we have, for $0 \leq t \leq \delta \leq 1$,

$$
\begin{aligned}
D\left(\mathcal{A} v(t), \chi_{\{0\}}\right) & \leq \sup _{t \in[0, \delta]} D\left(v(t), \chi_{\{0\}}\right) \frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} s^{-r} d s \\
& \leq \frac{\Gamma(1-r)}{\Gamma(1-r+q)} \delta^{q-r}\|v\|_{0} .
\end{aligned}
$$

Therefore, we have

$$
\|\mathcal{A} v\|_{0} \leq \varepsilon\|v\|_{0}
$$

where we may assume $\varepsilon>0$ to be as small as we want by shrinking $\delta>0$. Now, fix $B_{\rho}$ as a domain of the operator $\mathcal{T}$, where $B_{\rho}=\left\{v \in C\left([0, \delta], \mathbb{R}_{F}^{c}\right):\|v\|_{0} \leq \rho\right\}$, which is a convex, bounded, and closed subset of the complete metric space $C\left([0, \delta], \mathbb{R}_{F}^{c}\right)$.

For $\delta>0$ sufficiently small, we have

$$
\mathcal{T}\left(B_{\rho}\right) \subseteq B_{\rho} .
$$

Theorem 2.9 ensures that operator $\mathcal{T}$ has at least one fixed point. In consequence, Eq. (1) has at least one continuous solution $u$ defined on $[0, \delta]$, where $\delta>0$ and $\delta \leq 1$.

Corollary 3.14 Under the conditions of Theorem 3.13 and assuming that $f(\cdot, v(\cdot)) \in$ $L^{1}\left((0,1), \mathbb{R}_{F}^{c}\right)$, for every $v \in C\left([0,1], \mathbb{R}_{F}^{c}\right)$, then the fuzzy fractional differential equation (1) has at least a continuous solution defined on $[0, \delta]$, for a suitable $0<\delta \leq 1$.

Proof If $u \in C\left([0, \delta], \mathbb{R}_{F}^{c}\right)$ is a solution to the fuzzy integral equation

$$
u(t)=I^{q} f(t, u(t))
$$

using that $f:(0, \delta] \times \mathbb{R}_{F}^{c} \longrightarrow \mathbb{R}_{F}^{c}$ is continuous and $f(\cdot, v(\cdot)) \in L^{1}\left((0, \delta), \mathbb{R}_{F}^{c}\right)$, for every $v \in$ $C\left([0, \delta], \mathbb{R}_{F}^{c}\right)$, then it is clear that $f(t, u(t)) \in C\left((0, \delta], \mathbb{R}_{F}\right) \cap L^{1}\left((0, \delta), \mathbb{R}_{F}\right)$ and $u$ is a solution to Eq. (1) in $[0, \delta]$.

Remark 3.15 If $f$ is Lipchitz continuous in the second variable $u$, then in Theorem 3.13, one has uniqueness of the solution by using the classical Banach contraction fixed-point theorem. Note that Lipchitz continuity implies uniform continuity.

Theorem 3.16 Let $f:(0,1] \times \mathbb{R}_{F} \longrightarrow \mathbb{R}_{F}$ be a given continuous fuzzy function in $(0,1] \times \mathbb{R}_{F}$. Iff is a Lipschitz continuous function in the second variable on $[0,1] \times \mathbb{R}_{F}$, that is,

$$
D(f(t, u), f(t, v)) \leq K D(u, v), \quad t \in[0,1], u, v \in \mathbb{R}_{F}
$$

then the fuzzy fractional integral equation $u(t)=I^{q} f(t, u(t))$ has a unique solution defined on $[0, \delta]$, for a suitable $0<\delta \leq 1$.

Proof Similar to proof of Theorem 3.13, we define $\mathcal{T}=\mathcal{A} \circ \mathcal{N}$. Then $\mathcal{T}$ is Lipschitz continuous and for $\delta>0$ small, $\mathcal{T}$ is a contraction map.

Corollary 3.17 Under the conditions of Theorem 3.16 and assuming that $f(\cdot, v(\cdot)) \in$ $L^{1}\left((0,1), \mathbb{R}_{F}\right)$, for every $v \in C\left([0,1], \mathbb{R}_{F}\right)$, the fuzzy fractional differential equation (1) has at least a continuous solution defined on $[0, \delta]$, for a suitable $0<\delta \leq 1$.

Remark 3.18 As indicated in results of [11], we cannot expect uniqueness for such solutions in general. Consider the equation

$$
D^{q} u=u^{r},
$$

with $0<r, q<1$, which admits two solutions $u=\tilde{0}$ and

$$
u(t)=k t^{\frac{q}{1-r}},
$$

where

$$
k=\left(\frac{\Gamma(\mu)}{\Gamma(\mu-q)}\right)^{\frac{1}{r-1}}
$$

with $\mu=1+\frac{q}{1-r}$ as we see from Example 2.19. It is easy to check that $u(t)=[0, k] \cdot t^{\frac{q}{1-r}}$ is also a solution to this problem.
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