
Qu and Cheng Fixed Point Theory and Applications 2014, 2014:8
http://www.fixedpointtheoryandapplications.com/content/2014/1/8

RESEARCH Open Access

Several types of well-posedness for
generalized vector quasi-equilibrium
problems with their relations
De-ning Qu1,2* and Cao-zong Cheng1

To Prof. W. Takahashi on the occasion of his 70th birthday

*Correspondence:
qudening@126.com
1College of Applied Science, Beijing
University of Technology, Beijing,
100124, P.R. China
2College of Mathematics, Jilin
Normal University, Jilin, 136000,
P.R. China

Abstract
The conceptions of (generalized) Tykhonov well-posedness for generalized vector
quasi-equilibrium problems, (generalized) Hadamard well-posedness for
parametrically generalized vector quasi-equilibrium problems and (generalized)
Tykhonov well-posedness for parametrical system of generalized vector
quasi-equilibrium problems are introduced. The metric characterizations and/or
sufficient criteria of the proposed well-posedness are presented, and the relations
between (generalized) Tykhonov well-posedness for generalized vector
quasi-equilibrium problems and that for constrained minimizing problems are
discussed. Finally, the relations among several types of the well-posedness are
exhibited in detail.
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1 Introduction and preliminaries
Well-posedness is very important for both theory and numerical method of many prob-
lems such as optimization problems, optimal control, variations, mathematical program-
ming, fixed-point problems, variational inequality, variational inclusion problems and
equilibrium problems (in short, EPs), since it guarantees that for any approximating solu-
tion sequence of one of mentioned problems, there must exist a subsequence converging
to some correlative solution. The classical concept of well-posedness for unconstrained
optimization problem was introduced by Tykhonov [] in Banach space in . In the
same year, this notion was extended to the case of constrained optimization problems
by Levitin and Polyak []. Ever since then, various types of well-posedness for scalar or
vector optimization problems with unconstraint or constraints have been widely focused
on. More details on well-posedness for optimization problems, optimal control, varia-
tions andmathematical programming and for vector optimization problems can be found
in the monographs [–] and [], respectively. In the other directions, some kinds of
well-posedness were introduced for other problems, such as fixed-point problems [–],
variational inequality problems [–], vector variational inequality problems [], vari-
ational inclusion problems [–, –], complementary problems [, ], Nash EPs
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in the game with two players [–] or n-players [, –] and Pareto-Nash EPs in the
game with finite or infinite players [], and many significant results related to them were
obtained.
As understood by Blum and Oetti [], EPs contain many problems as special cases, for

example, optimization problems, fixed-point problems, variational inequality problems,
complementary problems and Nash EPs. The discussion on various aspects, such as ex-
istence of solutions, iterative algorithms and stability of solutions, etc. for these problems
can be classified to the corresponding discussion for general EPs. Some results on different
types of well-posedness for EPs were obtained. For instance, Long et al. [] and Zaslavski
[] introduced the notions of generalized Levitin-Polyak well-posedness for explicit con-
strained EPs and generic well-posedness for EPs, respectively. Bianchi et al. [] defined
Topt- and Tvi-well-posedness for EPs and proposed the conception of Hadamard well-
posedness for parametrical EPs to unify two notions as above. Fang andHu [] andWang
andCheng [] definedwell-posedness for parametrical systems of EPs which are the gen-
eralizations of Stampacchia/Minty type variational inequalities and quasi-variational-like
inequalities. In addition, Fang et al. [] introduced generalized well-posedness for a para-
metrical system of EPs. The sufficient and necessary conditions and metric characteriza-
tions of corresponding well-posedness were investigated in [–].
Recently, multifarious conceptions of well-posedness for vector equilibrium problems

(in short, VEPs) and the related results have been recorded in many literature works.
For example, the conceptions of (generalized) Levitin-Polyak well-posedness for VEPs
[, ], convex symmetric vector quasi-equilibrium problems (VQEPs for brevity) [],
VQEPs without constraints [] and VQEPs with functional constraints [–] were in-
troduced respectively, and their criteria and/or metric characterizations were discussed.
Besides, the notions of M- and B-well-posedness for VEPs were presented in [] and
their sufficient conditions were given. The generalized Tykhonov well-posedness for sys-
tem of VEPs was studied by Peng andWu []. Also, for the well-posedness of parametric
strong VQEPs, refer to [].
Up to the present, there are few literature works to record the well-posedness for EPs

involving set-valued objective mappings. The aim of this article is to explore well-posed
VEPs with set-valued objective mappings. This paper is organized as follows. A general-
ized nonlinear scalarization function, whichwill be used to construct gap functions of gen-
eralized vector quasi-equilibrium problems (in short, GVQEPs), is introduced in this sec-
tion. The metric characterizations and sufficient criteria of (generalized) Tykhonov well-
posedness, (G)TWPness for brevity, for GVQEPs are presented by applying Kuratowski
noncompactness measure, and the relations between (G)TWPness for GVQEPs and that
for constrained minimizing problems are exhibited in Section . The sufficient conditions
of (generalized) Hadamard well-posedness ((G)HWPness, for brevity) for parametrically
GVQEPs are proposed in Section . The metric characterizations and sufficient criteria
of (G)TWPness for parametrical system of GVQEPs are presented in Section . Finally,
the relations among the types of proposed well-posedness are illuminated in detail in Sec-
tion .
We first recall some notions and concepts. R, R+ and N denote the sets of real num-

bers, non-negative real numbers and positive integers, respectively, andN (∗) denotes the
collection of all open neighborhoods of ∗, where ∗ is a point or a set in a topological space.
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Definition . Let X be a topological space and E ⊂ X be a nonempty subset. A real-
valued function g : E → R is said to be upper semi-continuous on E if {x ∈ E : g(x) < λ} is
open for each λ ∈R; lower semi-continuous on E if {x ∈ E : g(x) > λ} is open for each λ ∈R.

Definition . ([]) Let X and Y be topological spaces and E ⊂ X be a nonempty subset.
A set-valued mapping G : E → Y is said to be upper semi-continuous at x ∈ E if for
any N ∈ N (G(x)), there exists B ∈ N (x) such that G(x) ⊂ N for all x ∈ B; lower semi-
continuous at x ∈ E if for any y ∈G(x) and any N ∈N (y), there exists B ∈N (x) such
that G(x) ∩ N �= ∅ for all x ∈ B; upper semi-continuous (resp., lower semi-continuous) on
E if G is upper semi-continuous (resp., lower semi-continuous) at each x ∈ E; closed if its
graph Graph(G) = {(x, y) ∈ E × Y : y ∈G(x)} is closed in E × Y .

Definition .
(i) Let X be a topological space and E ⊂ X be a nonempty subset. An extended

real-valued function h : E →R∪ {+∞} is said to be level-compact on E if
{x ∈ E : h(x) ≤ λ} is compact for any λ ∈R.

(ii) Further suppose that (X,‖ · ‖) is a finite-dimensional normed linear space. h is said
to be level-bounded on E if E is bounded or

lim
x∈E,‖x‖→+∞h(x) = +∞.

Lemma . Let X and Y be Hausdorff topological spaces and G : X → Y be a set-valued
mapping.

(i) ([]) If X is compact, and G is compact-valued and upper semi-continuous on X ,
then G(X) =

⋃
x∈X G(x) is compact.

(ii) ([]) If G is upper semi-continuous with closed values, then G is closed.

Definition . Let (X,d) be a metric space and A,B ⊂ X be nonempty subsets. The excess
ẽ(A,B) of A to B and the Hausdorff distance H(A,B) of A and B are defined as

ẽ(A,B) = sup
{
d(x,B) : x ∈ A

}
,

H(A,B) =max
{
ẽ(A,B), ẽ(B,A)

}
,

respectively, where d(x,B) = inf{d(x, y) : y ∈ B} is the distance from x to B.

Definition . Let (X,d) be a complete metric space and A ⊂ X be a nonempty bounded
subset. The Kuratowski noncompactness measure [] of A is defined as

α(A) = inf

{
ε >  : ∃n ∈N, s.t. A⊂

n⋃
i=

Ai,diamAi < ε,∀i = , . . . ,n

}
,

where diamAi = sup{d(a,b) : a,b ∈ Ai} is the diameter of Ai. It follows from [] that
(i) α(A) =  if A is compact;
(ii) α(B)≤ α(A) + ε, where B = {a ∈ X : d(a,A) < ε};
(iii) α(A) = α(clA), where clA is the closure of A.

http://www.fixedpointtheoryandapplications.com/content/2014/1/8


Qu and Cheng Fixed Point Theory and Applications 2014, 2014:8 Page 4 of 22
http://www.fixedpointtheoryandapplications.com/content/2014/1/8

A subset D of a linear space Y is called a cone if λx ∈ D for all x ∈ D and λ > . Let D be
a cone in Y and A ⊂ Y . D is called proper if D �= Y . A is called D-closed [] if A + clD is
closed andD-bounded [] if for each neighborhoodU of zero in Y , there exists λ >  such
that A ⊂ λU + D. Obviously, any compact subset in Y is both D-closed and D-bounded.
Let X and Y be nonempty sets. A set-valued mapping G : X → Y is said to be strict if
G(x) �= ∅ for any x ∈ X.
In order to construct gap functions of GVQEPs, a generalized nonlinear scalarization

function of a set-valued mapping and its properties are listed.
From now on, let (X,d) be a Hausdorff complete metric space, Y be a real Hausdorff

topological vector space and Z be a Hausdorff topological space, let E ⊂ X and F ⊂ Z
be nonempty closed subsets, let C : E → Y be a set-valued mapping such that C(x) is a
proper, closed and convex cone in Y with intC(x) �= ∅ for each x ∈ E and let e : E → Y be
a vector-valued mapping such that

e(x) ∈ intC(x) for all x ∈ E. (.)

In view of Lemma . in [], we can define a general nonlinear scalarization function as
follows.

Definition . Let G : F → Y be a strict compact-valued mapping. A generalized non-
linear scalarization function ζG : E × F → R of G is defined by

ζG(x,u) =min
{
λ ∈R :G(u)∩ (

λe(x) –C(x)
) �= ∅}

for all (x,u) ∈ E × F .

It is easy to find differences between the generalized nonlinear scalarization function ζG

and the general nonlinear scalarization function ξG given by Qu and Cheng []. But if
X = Y = Z = E = F and G(u) = {u} for all u ∈ F , then both ζG and ξG reduce simultaneously
to the nonlinear scalarization function of a single-valued mapping introduced by Chen
and Yang []. According to Proposition . in [], we have the following.

Lemma . The following assertions are true for each λ ∈R, x ∈ E and u ∈ F :
(i) ζG(x,u) < λ ⇐⇒G(u)∩ (λe(x) – intC(x)) �= ∅.
(ii) ζG(x,u) ≤ λ ⇐⇒G(u)∩ (λe(x) –C(x)) �= ∅.

2 (G)TWPness for GVQEPs
In this section, the conceptions of (G)TWPness for GVQEPs are introduced, their metric
characterizations are depicted by using Kuratowski noncompactness measure, and some
sufficient criteria are presented. Besides, the relations between (G)TWPness for GVQEPs
and that for constrained minimizing problems are exhibited. The GVQEP is defined as

(GVQEP) to find x̄ ∈ P(x̄) such that f (x̄, z)∩ (
– intC(x̄)

)
= ∅ for all z ∈Q(x̄),

where f : E×F → Y , P : E → E andQ : E → F are strict set-valuedmappings.� denotes
the solution set of (GVQEP).
If E = F = X = Z, f is single-valued and P(x) = Q(x) = E for all x ∈ E, then (GVQEP)

reduces to VEP described as:

(VEP) to find x̄ ∈ E such that f (x̄, z) /∈ – intC(x̄) for all z ∈ E.
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For each ε ≥ , the following assumptions are introduced:

d
(
x,P(x)

) ≤ ε, (.)

f (x, z)∩ (
–εe(x) – intC(x)

)
= ∅ for all z ∈Q(x), (.)

f (x, z̃)∩ (
εe(x) –C(x)

) �= ∅ for some z̃ ∈Q(x). (.)

Definition . A type I ε-approximating solution set (resp., type II ε-approximating solu-
tion set) of (GVQEP) is defined by

�(ε) =
{
x ∈ E : x satisfies (.) and (.)

}
(resp., �(ε) = {x ∈ E : x satisfies (.)-(.)}).
A sequence {xn} is called a type I approximating solution sequence, ASS for brevity

(resp., type II approximating solution sequence, ASS for brevity) of (GVQEP) if there ex-
ists {εn} ⊂R+ with εn →  such that xn ∈ �(εn) (resp., xn ∈ �(εn)).

Definition . (GVQEP) is said to be generalized type I Tykhonov well-posed, GTWP for
brevity (resp., generalized type II Tykhonov well-posed, GTWP for brevity) if � �= ∅ and
for any ASS (resp., ASS) {xn} of (GVQEP), there exists a subsequence {xni} such that
xni → x̄ ∈ �; to be type I Tykhonov well-posed, TWP for brevity (resp., type II Tykhonov
well-posed, TWP for brevity) if it is GTWP (resp., GTWP) and � is a singleton.

When (GVQEP) reduces to (VEP), generalized type I Tykhonov well-posedness (GTW-
Pness for brevity) and generalized type II Tykhonov well-posedness (GTWPness for
brevity) for (GVQEP) become type I Levitin-Polyak well-posedness and type II Levitin-
Polyak well-posedness for (VEP), respectively, which were discussed by Li and Li [] in
the case that X and Y are locally convex topological vector spaces, where X is equipped
with a metric d compatible with its topology, F is a nonempty closed convex subset, and
f is a continuous mapping.

Remark . (i) An ASS of (GVQEP) must be its ASS. So GTWPness (resp., TWP-
ness) for (GVQEP) implies its GTWPness (resp., TWPness), where TWPness and
TWPness are the abbreviations of type I Tykhonov well-posedness and type II Tykhonov
well-posedness, respectively.
(ii) Clearly, �() = � if P is closed-valued. In addition, � ⊂ �(ε) for all ε ≥ . In fact,

for any x̄ ∈ �, we have x̄ ∈ P(x̄) and

f (x̄, z)∩ (
– intC(x̄)

)
= ∅ for all z ∈ Q(x̄). (.)

Then d(x̄,P(x̄))≤ ε for any ε ≥ . It follows from (.) and (.) that (.) holds.
(iii) (GVQEP) is GTWP if and only if � is nonempty compact and d(xn,�) →  for its

any ASS {xn}. Assume that � is compact, (GVQEP) is GTWP if and only if � �= ∅ and
d(xn,�) →  for its any ASS {xn}. In addition, (GVQEP) is TWP (resp., TWP) if and
only if � = {x̄} and d(xn, x̄)→  for any ASS (resp., ASS) {xn} of (GVQEP).

The following example shows that neither the GTWPness for (GVQEP) nor the com-
pactness of � can be deduced from the GTWPness for (GVQEP).

http://www.fixedpointtheoryandapplications.com/content/2014/1/8
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Example . Let E = X = Y = Z = R, F = R+, P(x) = {x}, Q(x) = C(x) = R+, e(x) =  for all
x ∈R and

f (x, z) =

⎧⎨
⎩[–x + z, –x + z + ] if x ∈ (–∞, ], z ∈ F ,

[x + z – k + ,x + z – k + ] if x ∈ (k, k + ],k = , , , . . . , z ∈ F .

(GVQEP) is to find x̄ ∈R such that

f (x̄, z)∩ (–∞, ) = ∅ for all z ∈R+.

Obviously,� =R is noncompact and so (GVQEP) is not GTWP by Remark .(iii). How-
ever, (GVQEP) is GTWP. In fact, for any ASS {xn} of (GVQEP), let {εn} ⊂ R+ with
εn →  such that xn ∈ �(εn). For xn and εn, (.) and (.) hold trivially.
It is impossible that xn >  for sufficiently large n ∈ N. Otherwise, xn ∈ (k, k + ] for

some k ∈ {, , , . . .}. By (.), there exists z̃n ∈ R+ such that xn + z̃n – k +  – εn ≤ . We
have

k < xn ≤ –z̃n + k –  + εn ≤ k –  + εn.

This is absurd for sufficiently large n. Therefore, without loss of generality, {xn} ⊂ (–∞, ].
It follows from (.) that there exists z̃n ∈R+ such that –xn + z̃n – εn ≤ . Then

–εn ≤ z̃n – εn ≤ xn ≤ . (.)

The fact xn →  ∈ � proceeds from (.) and εn → .

2.1 Metric characterization of (G)TWPness for (GVQEP)
The metric characterizations of (G)TWPness for GVQEPs are depicted by using Kura-
towski noncompactness measure and the corresponding results are obtained as follows.

Lemma . Suppose that
(a) f is lower semi-continuous on E × F ;
(a) P is compact-valued and upper semi-continuous on E;
(a) Q is lower semi-continuous on E;
(a) W is upper semi-continuous on E, where W : E → Y is defined as

W (x) = Y \ – intC(x) for all x ∈ E;
(a) e is continuous on E.

Then
(i) �(ε) is closed for each ε > ;
(ii) � =

⋂
ε> �(ε).

Proof (i) For each fixed ε > , assume that {xn} ⊂ �(ε) with xn → x̄. Then

d
(
xn,P(xn)

) ≤ ε, (.)

f (xn, zn)∩
(
–εe(xn) – intC(xn)

)
= ∅ for all zn ∈Q(xn). (.)

http://www.fixedpointtheoryandapplications.com/content/2014/1/8


Qu and Cheng Fixed Point Theory and Applications 2014, 2014:8 Page 7 of 22
http://www.fixedpointtheoryandapplications.com/content/2014/1/8

As a result of (a) and Lemma .(ii), P is closed. Letting n → +∞ in (.), we have

d
(
x̄,P(x̄)

) ≤ ε. (.)

As a matter of fact, if we take A = {x̄,x,x,x, . . .}, then A is compact and so is P(A)
by Lemma .(i). Since P(xn) is compact, there exists yn ∈ P(xn) such that d(xn, yn) =
d(xn,P(xn)) and some subsequence of {yn}, still denoted by {yn}, converging to some point
ȳ ∈ P(x̄) by {yn} ⊂ P(A), the compactness of P(A) and the closeness of P. Thus,

d
(
x̄,P(x̄)

) ≤ d(x̄, ȳ) = lim
n→+∞d(xn, yn) = lim

n→+∞d
(
xn,P(xn)

) ≤ ε.

For any z ∈Q(x̄), there exists z̃n ∈Q(xn) such that z̃n → z by virtue of (a). Likewise, for
any y ∈ f (x̄, z), there exists ỹn ∈ f (xn, z̃n) such that ỹn → y by (a). This, together with (.),
implies that ỹn /∈ –εe(xn) – intC(xn), in other words,

ỹn ∈ –εe(xn) +W (xn). (.)

It is easy to see thatW is closed by Lemma .. It follows that y ∈ –εe(x̄) +W (x̄) from (.),
the continuity of e and the closeness ofW , and so

f (x̄, z)∩ (
–εe(x̄) – intC(x̄)

)
= ∅ for all z ∈Q(x̄). (.)

Thus x̄ ∈ �(ε) and �(ε) is closed.
(ii) � ⊂ ⋂

ε> �(ε) stems easily from Remark .(ii). For any x̄ ∈ ⋂
ε> �(ε), (.) and

(.) hold for any ε > . Then x̄ ∈ P(x̄) by (a), and y + εe(x̄) ∈ W (x̄) for any y ∈ f (x̄, z)
and z ∈ Q(x̄) by (.). Letting ε → , we have y ∈ W (x̄), and so f (x̄, z) ∩ (– intC(x̄)) = ∅.
Consequently, x̄ ∈ � and

⋂
ε> �(ε) ⊂ �. �

Lemma . Suppose that (a)-(a) and
(a)  ∈ f (x,Q(x)) for all x ∈ E

hold. Then
(i) �(ε) is closed for each ε > ;
(ii) � =

⋂
ε> �(ε).

Proof (i) For each ε > , let {xn} ⊂ �(ε) with xn → x̄. It is enough to testify that x̄ satisfies
(.) by Lemma .(i). As a matter of fact,  ∈ f (x̄, z̃) for some z̃ ∈ Q(x̄) according to (a).
As a result, f (x̄, z̃)∩ (εe(x̄) –C(x̄)) �= ∅ owing to (.).
(ii) � =

⋂
ε> �(ε) ⊃ ⋂

ε> �(ε) by Lemma .(ii). We only need to show that x̄ satisfies
(.) for any x̄ ∈ � and ε > , while this can be deduced easily from the proof of (i). �

Theorem . Suppose that E is bounded.
(i) If (GVQEP) is GTWP, then

�(ε) �= ∅ for all ε >  and lim
ε→

α
(
�(ε)

)
= . (.)

(ii) If (a)-(a) hold, then (.) implies that (GVQEP) is GTWP.

http://www.fixedpointtheoryandapplications.com/content/2014/1/8
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Proof (i) Since (GVQEP) is GTWP,� is nonempty compact and so�(ε) �= ∅ for all ε > .
Also α(�) =  by the compactness of� and� ⊂ �(ε) by Remark .(ii). This deduces that

α
(
�(ε)

) ≤ ẽ
(
�(ε),�

)
+ α(�) = ẽ

(
�(ε),�

)
.

It is enough to testify that ẽ(�(ε),�) →  as ε → . Otherwise, there exist r > , εn ↓ 
and xn ∈ �(εn) such that d(xn,�) ≥ r for all n ∈ N. Clearly, {xn} is an ASS of (GVQEP).
Thus d(xn,�) →  by Remark .(iii), which contradicts d(xn,�) ≥ r for all n ∈N.
(ii) For any ASS {xn} of (GVQEP), let {εn} ⊂ R+ with εn →  such that xn ∈ �(εn). In

view of Lemma . and the boundedness of E, limε→ �(ε) = � and �(ε) is a nonempty
bounded closed set. For any  < ε < ε and x ∈ E,

–εe(x) – intC(x) = –εe(x) – (ε – ε)e(x) – intC(x)⊂ –εe(x) – intC(x)

by (.). Therefore, �(ε) ⊂ �(ε), and so �(·) is increasing with ε > . This, together
with limε→ α(�(ε)) = , implies that � is nonempty compact and

H
(
�(ε),�

) →  as ε → 

by Kuratowski theorem []. Resultingly, d(xn,�) →  and (GVQEP) is GTWP by Re-
mark .(iii). �

Similarly, the following result can be proved by using Lemma ..

Theorem . Assume that E is bounded and � is compact.
(i) If (GVQEP) is GTWP, then

�(ε) �= ∅ for all ε >  and lim
ε→

α
(
�(ε)

)
= . (.)

(ii) If (a)-(a) are satisfied, then (.) implies that (GVQEP) is GTWP.

When � is a singleton, the following corollary that shows the metric information of
TWPness and TWPness for (GVQEP) follows from Theorems . and ..

Corollary . Suppose that E is bounded and � is a singleton.
(i) If (GVQEP) is TWP (resp., TWP), then (.) (resp., (.)) holds.
(ii) If (a)-(a) (resp., (a)-(a)) hold, then (.) (resp., (.)) implies that (GVQEP) is

TWP (resp., TWP).

2.2 Relations between (G)TWPness for (GVQEP) and that for constrained
minimizing problem

First, we introduce the constrained minimizing problem described as follows:

(CMP) minφ(x) subject to x ∈ P(x),

where φ : E →R∪{+∞} is a proper function and P : E → E is a strict set-valuedmapping.
The optimal set and optimal value of (CMP) are denoted by argminφ and ν̃ , respectively. In

http://www.fixedpointtheoryandapplications.com/content/2014/1/8
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this subsection, the equivalent relations between (G)TWPness for (GVQEP) and that for
(CMP) are discussed, where a gap function of (GVQEP) is taken as the objective function
φ of (CMP).

Definition . A sequence {xn} is called a type I minimizing sequence, MS for brevity
(resp., type II minimizing sequence, MS for brevity) of (CMP) if the following (.) and
(.) (resp., (.) and (.)) hold.

lim
n→+∞d

(
xn,P(xn)

)
= , (.)

lim sup
n→+∞

φ(xn) ≤ ν̃, (.)

lim sup
n→+∞

φ(xn) = ν̃. (.)

Definition . (CMP) is said to be GTWP (resp., GTWP) if argminφ �= ∅ and for any
MS (resp., MS) {xn} of (CMP), there exists a subsequence {xni} such that xni → x̄ ∈
argminφ; to be TWP (resp., TWP) if it is GTWP (resp., GTWP) and argminφ is a
singleton.

Definition . g : E →R∪ {+∞} is called a gap function of (GVQEP) if
(i) g(x)≥  for all x ∈ E;
(ii) x ∈ {u ∈ E : g(u) =  and u ∈ P(u)} if and only if x ∈ �.

Further suppose that f is compact-valued in this subsection.

Lemma . If (a) holds, then φ is a gap function of (GVQEP), where φ : E → R ∪ {+∞}
is defined by

φ(x) = sup
z∈Q(x)

–ζf
(
x, (x, z)

)
for all x ∈ E, (.)

and

ζf
(
x, (u, z)

)
=min

{
λ ∈R : f (u, z)∩ (

λe(x) –C(x)
) �= ∅}

for all x,u ∈ E and z ∈ F .

Proof Clearly, φ(x) > –∞ for all x ∈ E. Otherwise, φ(x̄) = –∞ for some x̄ ∈ E. Then
ζf (x̄, (x̄, z̄)) ≥ +∞ for all z̄ ∈Q(x̄), which contradicts the fact that ζf is real-valued.
It follows from (a) and Lemma .(ii) that for each x ∈ E, ζf (x, (x, z̃)) ≤  for some z̃ ∈

Q(x). This deduces that

φ(x) = sup
z∈Q(x)

–ζf
(
x, (x, z)

) ≥ . (.)

Finally, since

x ∈ P(x), φ(x) = sup
z∈Q(x)

–ζf
(
x, (x, z)

)
= 

⇐⇒ x ∈ P(x), ζf (x, (x, z))≥  for all z ∈Q(x) (By (.));
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⇐⇒ x ∈ P(x), f (x, z)∩ (– intC(x)) = ∅ for all z ∈ Q(x) (By Lemma .(i));
⇐⇒ x ∈ �,

φ is a gap function of (GVQEP). �

In general, φ is required to be lower semi-continuous. It is natural to expect the lower
semi-continuity of the constructed gap function. Now assume that φ appearing in the rest
of this section is defined as (.).

Proposition . If (a)-(a) hold, then φ is lower semi-continuous on E. If, further, (a)
holds and � �= ∅, then domφ �= ∅.

Proof In order to verify that φ is lower semi-continuous on E, it is enough to show that
L(ε) = {x ∈ E : φ(x)≤ ε} is closed for each ε ∈R. In fact, let {xn} ⊂ L(ε) with xn → x̄. Then

ζf
(
xn, (xn, zn)

) ≥ –ε for all zn ∈ Q(xn),

and (.) holds by Lemma .(i). It is easy to see that (.) holds by (.) and a similar
argument given in the proof of Lemma .. Applying Lemma .(i) again, we have

ζf
(
x̄, (x̄, z)

) ≥ –ε for all z ∈ Q(x̄),

that is, x̄ ∈ L(ε). If, further, (a) holds and � �= ∅, then domφ �= ∅ by Lemma . and Defi-
nition .. �

Theorem . Assume that (a) holds. Then (GVQEP) is GTWP (resp., GTWP) if and
only if so is (CMP) with the objective function φ.

Proof φ is a gap function of (GVQEP) owing to Lemma .. Thus x̄ ∈ � if and only if x̄ ∈
argminφ. Here, ν̃ = . Two equivalent relations are listed as follows:
◦ {xn} is an ASS of (GVQEP).

⇐⇒ There exists {εn} ⊂R+ with εn →  such that xn ∈ �(εn);
⇐⇒ There exists {εn} ⊂R+ with εn →  such that d(xn,P(xn))≤ εn and
ζf (xn, (xn, zn)) ≥ –εn for all zn ∈Q(xn). (By Lemma .(i));
⇐⇒ There exists {εn} ⊂R+ with εn →  such that d(xn,P(xn))≤ εn and

φ(xn) = sup
zn∈Q(xn)

–ζf
(
xn, (xn, zn)

) ≤ εn;

⇐⇒ limn→+∞ d(xn,P(xn)) =  and lim supn→+∞ φ(xn) ≤ ν̃ = ;
⇐⇒ {xn} is an MS of (CMP).

◦ {xn} is an ASS of (GVQEP).
⇐⇒ There exists {εn} ⊂R+ with εn →  such that xn ∈ �(εn);
⇐⇒ There exists {εn} ⊂R+ with εn →  such that xn ∈ �(εn) and
f (xn, z̃n)∩ (εne(xn) –C(xn)) �= ∅ for some z̃n ∈ Q(xn);
⇐⇒ (A): There exists {εn} ⊂R+ with εn →  such that xn ∈ �(εn) and
ζf (xn, (xn, z̃n)) ≤ εn for some z̃n ∈Q(xn). (By Lemma .(ii));
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⇐⇒ (B): There exists {βn} ⊂R+ with βn →  such that xn ∈ �(βn) and

φ(xn) = sup
zn∈Q(xn)

–ζf
(
xn, (xn, zn)

) ≥ –βn;

⇐⇒ limn→+∞ d(xn,P(xn)) =  and lim supn→+∞ φ(xn) = . (By ◦);
⇐⇒ {xn} is an MS of (CMP).

Now we shall prove the equivalence of (A) and (B). In fact, (A) implies (B) by taking
βn = εn. On the other hand, if (B) holds, then for fixed n ∈ N and for any γn > , there
exists zn ∈ Q(xn) such that

–βn – γn ≤ φ(xn) – γn < –ζf
(
xn, (xn, zn)

)
.

We can choose γn →  and z̃n ∈ Q(xn) is the corresponding point such that the above
inequality holds. Therefore, (A) holds by taking εn = βn + γn.
It follows from ◦ (resp., ◦) that (GVQEP) is GTWP (resp., GTWP) if and only if so

is (CMP). �

Corollary . Assume that (a) holds. Then (GVQEP) is TWP (resp., TWP) if and only
if so is (CMP) with the objective function φ.

When the assumptions in Theorem . are satisfied, we see that if (GVQEP) is
GTWP (resp., GTWP), then for any MS (resp., MS) {xn} of (CMP) and for some
x̄ ∈ argminφ = �, lim supn→+∞ φ(xn) ≤ φ(x̄) = ṽ (resp., lim supn→+∞ φ(xn) = φ(x̄) = ṽ) im-
plies that d(xn, x̄) → , that is, d(xn,�) → . It is reasonable to try estimating a bound
below of |φ(x) – ṽ| by using d(x,�). For the sake of this intention, a forcing function with
parameter is introduced.
A real-valued bifunction c : S × T → R+ is called a forcing function with parameter

(where S is a parameter set) if

 ∈ S, T ⊂R+, c(, ) = , (.)

sn → , tn ∈ T , c(sn, tn) →  �⇒ tn → . (.)

Theorem . Suppose that (a) holds and φ is the objective mapping of (CMP). Then the
following assertions are equivalent:

(i) (GVQEP) is GTWP;
(ii) � is nonempty compact and there exists a forcing function with parameter

c : S × T →R+ (where S is the parameter set) such that

φ(x)≥ c
(
d
(
x,P(x)

)
,d(x,�)

)
for all x ∈ E, (.)

where

S =
{
d
(
x,P(x)

)
: x ∈ E

}
and T =

{
d(x,�) : x ∈ E

}
. (.)

Proof By virtue of Lemma ., φ is a gap function of (GVQEP).
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Let (i) hold. � is nonempty compact by Remark .(iii). Define c : S × T →R+ as

c(s, t) = inf
{
φ(x) : d

(
x,P(x)

)
= s,d(x,�) = t

}
,

where S and T are defined by (.). If s = t = , then x ∈ � by the compactness of� and so
φ(x) =  according to Definition .(ii). So c(, ) = , that is, c satisfies (.). Let sn → 
and tn ∈ T with c(sn, tn) → . Since

c(sn, tn) = inf
{
φ(x) : d

(
x,P(x)

)
= sn,d(x,�) = tn

}
,

there exists {xn} ⊂ E such that sn = d(xn,P(xn)) → , tn = d(xn,�) and φ(xn) →  by the
definition of infimum. Since ṽ = , {xn} is anMS of (CMP) and also anASS of (GVQEP) in
view of the proof of Theorem .. Then (.) follows from the GTWPness for (GVQEP)
and Remark .(iii). Therefore, the assertion (ii) is true.
Suppose that (ii) holds. For any ASS {xn} of (GVQEP), (.) deduces

φ(xn) ≥ c
(
d
(
xn,P(xn)

)
,d(xn,�)

)
for all n ∈N.

Setting sn = d(xn,P(xn)) and tn = d(xn,�), we have sn → . By the same argument given in
the proof of Theorem ., {xn} is anMS of (CMP). Therefore, lim supn→+∞ φ(xn) ≤ . On
the other hand, lim infn→+∞ φ(xn) ≥  since φ(xn) ≥  for all n ∈ N. Thus φ(xn) →  and
c(sn, tn)→ , and so tn = d(xn,�) →  by (.). This, together with the compactness of �
and Remark .(iii), implies that (GVQEP) is GTWP. �

Similarly, we can prove the following result by using Remark .(iii).

Theorem. If (a) holds and� is compact, then the following assertions are equivalent:
(i) (GVQEP) is GTWP;
(ii) � �= ∅ and there exists a forcing function with parameter c : S × T →R+ (where S is

the parameter set) such that (.) holds, where S and T are defined by (.).

Corollary . If (a) holds, then the following assertions are equivalent:
(i) (GVQEP) is TWP (resp., TWP);
(ii) � is a singleton and there exists a forcing function with parameter c : S × T →R+

(where S is the parameter set) such that (.) holds, where S and T are defined by
(.).

2.3 Sufficient criteria of (G)TWP for (GVQEP)
In this subsection, we shall list some sufficient criteria of (G)TWPness for (GVQEP).

Theorem . Let (a)-(a) hold and � �= ∅. If
(b) �(ε) is compact for some ε > 

holds, then (GVQEP) is GTWP and also GTWP.

Proof For any ASS {xn} of (GVQEP), let {εn} ⊂R+ with εn →  such that xn ∈ �(εn).
Since εn → , xn ∈ �(ε) for sufficiently large n ∈ N. So {xn} has a subsequence,

still denoted by {xn}, such that xn → x̄ ∈ E. It follows from (a) that x̄ ∈ P(x̄). For any
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z ∈ Q(x̄), there exists z̃n ∈ Q(xn) such that z̃n → z by (a). For each yn ∈ f (xn, z̃n), we
have yn ∈ –εne(xn) +W (xn). In view of the lower semi-continuity of f , for any y ∈ f (x̄, z),
ỹn ∈ f (xn, z̃n) can be chosen to satisfy ỹn → y and ỹn + εne(xn) ∈W (xn). By letting n → +∞,
y ∈ W (x̄) by the closeness ofW , and so f (x̄, z)∩ (– intC(x̄)) = ∅. Therefore, x̄ ∈ �. (GVQEP)
is GTWP and also GTWP. �

It is easy to see that the conclusion of Theorem . still holds if (b) is replaced by ‘E is
compact’. In addition, if f is compact-valued, then (b) can also be substituted by:
(b) φ is compact-level on �(ε) for some ε > , or
(b) X is a finite-dimensional normed linear space and φ is level-bounded on E.
Indeed �(ε) = {x ∈ �(ε) : φ(x) ≤ ε} is compact for each ε ≥ ε by (b) and so (b)

holds. Define A(ε) = {x ∈ E : φ(x) ≤ ε} for each ε ∈ R. Then A(ε) is bounded by (b), oth-
erwise, there exists {un} ⊂ A(ε) ⊂ E such that ‖un‖ → +∞ and φ(un) ≤ ε. This is absurd
according to (b). A(ε) is closed since φ is lower semi-continuous by Proposition . and
so it is compact. Clearly, �(ε) ⊂ A(ε). Thus, (b) is satisfied by Lemma .(i).
In fact, GTWPness or GTWPness for (GVQEP) can fail without the lower semi-

continuity of f . The following example only states the fact under the assumption that ‘E is
compact’.

Example . Let X = Y = Z = R, E = [–, ], F = [, ], P(x) = {x}, Q(x) = F , C(x) = R+,
e(x) =  for all x ∈ [–, ], and

f (x, z) =

⎧⎪⎨
⎪⎩
[x + z,x + z + ] if x ∈ (, ], z ∈ [, ],
[–,–] if x = , z ∈ [, ],
[x + z – ,x + z] if x ∈ [–, ), z ∈ [, ].

(GVQEP) is to find x̄ ∈ [–, ] such that

f (x̄, z)∩ (–∞, ) = ∅ for all z ∈ [, ].

It is easy to know � = (, ]. (GVQEP) is neither GTWP nor GTWP. As a matter of fact,
xn ∈ �(εn) if εn = 

n and xn = 
n . Again, taking z̃n = , we have

f (xn, z̃n)∩ (εn –R+) =
[

n
,

n
+ 

]
∩

(
–∞,


n

]
�= ∅.

Thus xn ∈ �(εn), in other words, {xn} is an ASS of (GVQEP), but xn →  /∈ �. It is worth
noting that (a)-(a) are satisfied, but f is not lower semi-continuous at (, ). Indeed, let
(xn, zn) = ( n ,


n ) → (, ). For y = – ∈ f (, ) and for any yn ∈ f (xn, zn) = [ n ,

+n
n ], {yn} does

not converge to y.

By the argument given in the proof of Theorem ., it is easy to yield the following.

Theorem . If (a) and (a) are substituted by ‘E is closed and P(x) = E for all x ∈ E’ and
‘W is closed’ in Theorem ., respectively, then the conclusion still holds.

Corollary . If, further, assume that � is a singleton in Theorem . (resp., .), then
(GVQEP) is TWP and also TWP.
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Furthermore, if E = F = X = Z is a locally convex topological space and E is a closed
convex subset and if f is single-valued and P(x) = Q(x) = E for all x ∈ X in Theorem .,
then Theorem . reduces to Corollary . in [].

3 (G)HWPness for parametrically GVQEPs
In this section, the conceptions of HWPness and GHWPness for parametrically GVQEPs
are introduced and their sufficient criteria are proposed. Consider the following paramet-
rically GVQEP: For any given p ∈ �,

(GVQEP)p to find x̄ ∈ P(x̄) such that h(x̄, z,p)∩ (
– intC(x̄)

)
= ∅ for all z ∈Q(x̄),

where h : E × F × � → Y , P : E → E and Q : E → F are strict set-valued mappings,
and (�, d̃) is a Hausdorff metric space (parametric space). �p denotes the solution set of
(GVQEP)p for each p ∈ �.
If E = F = X = Z, Y = R, P(x) = Q(x) = X, C(x) = R+ for all x ∈ X and h is single-valued,

then (GVQEP)p reduces to the following parametrical EP:

(EP)p to find x̄ ∈ X such that h(x̄, z,p) ≥  for all z ∈ X.

Definition . (GVQEP)p is said to be generalized Hadamard well-posed (in short,
GHWP) at p ∈ � if �p �= ∅ and for any {pn} ⊂ � with pn → p and xn ∈ �pn , there
exists a subsequence {xni} of {xn} such that xni → x̄ ∈ �p ; to beHadamard well-posed (in
short, HWP) at p ∈ � if it is GHWP at p ∈ � and �p is a singleton.

Remark . (i) Obviously, (GVQEP)p is GHWP at p if and only if �p is nonempty com-
pact and for any {pn} ⊂ � with pn → p and any xn ∈ �pn , d(xn,�p ) → . (GVQEP)p is
HWP at p if and only if �p = {x̄} and for any {pn} ⊂ � with pn → p and any xn ∈ �pn ,
xn → x̄.
(ii) If E = F = X = Z, Y =R, P(x) =Q(x) = X,C(x) =R+ for all x ∈ X and h is single-valued,

then theHWPness at p for (GVQEP)p reduces to theHWPness at p for (EP)p, which was
investigated by Bianchi et al. [].

In general, HWPness for (GVQEP)p at p implies that diam�pn →  as pn → p, since

diam�pn = sup
{
d(a,b) : a,b ∈ �pn

} ≤ sup
{(
d(a, x̄) + d(b, x̄)

)
: a,b ∈ �pn

}
,

where �p = {x̄}. However the converse fails to be true. See the following example.

Example . Let X = Y = Z =R, � = E = F =R+, P(x) = {x}, Q(x) = C(x) =R+ for all x ∈ E
and

h(x, z,p) =

⎧⎪⎨
⎪⎩
[–x + z, –x + z + ] if p = ,x ∈ E, z ∈ F ,
[–x + z + p + 

p , –x + z + p + 
p ] if p > ,x ∈ [ p ,p +


p ], z ∈ F ,

[–, ], otherwise.

Then

�p =

{
{} if p = ,
[ p ,p +


p ] if p > .
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Set p = . diam�pn = pn →  for any pn >  with pn → p, but (GVQEP)p is not HWP
at p. In fact, by taking xn = pn + 

pn ∈ �pn , xn → +∞.

Theorem . Let E be compact, p ∈ � and �p �= ∅. If (a)-(a) and
(a) h is lower semi-continuous at (x, z,p) for each (x, z) ∈ E × F

hold, then (GVQEP)p is GHWP at p. If, further,�p is a singleton, then (GVQEP)p is HWP
at p.

Proof For any pn → p and xn ∈ �pn , we have xn ∈ P(xn) and

h(xn, zn,pn)∩
(
– intC(xn)

)
= ∅ for all zn ∈Q(xn),

that is,

yn ∈ W (xn) (.)

for all yn ∈ h(xn, zn,pn). Without loss of generality, assume that xn → x̄ ∈ E. For any z ∈
Q(x̄), there exists z̃n ∈Q(xn) such that z̃n → z by (a) and for any y ∈ h(x̄, z,p), there exists
ỹn ∈ h(xn, z̃n,pn) such that ỹn → y by (a). Since both P and W are closed, x̄ ∈ P(x̄) and
y ∈ W (x̄) by (.), and so

h(x̄, z,p)∩
(
– intC(x̄)

)
= ∅ for all z ∈Q(x̄).

This deduces that x̄ ∈ �p and (GVQEP)p is GHWP at p. The second conclusion follows
directly from Definition .. �

The conclusion in Theorem . is still true if (a) is replaced by the assumption that P
is closed-valued and upper semi-continuous on E. Theorem . can be false without (a).
See the instance as follows.

Example . Let X = Y = Z =R, E = [, ], � = F =R+, P(x) = {x},Q(x) = C(x) =R+ for all
x ∈ E, and h is defined by

h(x, z,p) =

{
[–x + z, –x + z + ] if p = ,x ∈ E, z ∈ F ,
[–x + z + 

p , –x + z +  + 
p ] if p > ,x ∈ E, z ∈ F ,

(resp.,

h(x, z,p) =

{
[–x + z + 

 , –x + z + ] if p = ,x ∈ E, z ∈ F ,
[–x + z + 

p , –x + z +  + 
p ] if p > ,x ∈ E, z ∈ F .

)

(GVQEP)p is notHWP (resp., GHWP) at p = . It is worth noting that h is not lower semi-
continuous at (, , ). Indeed, take (xn, zn,pn) = ( n ,


n ,


n ) → (, , ). For ȳ =  ∈ h(, , )

and for any yn ∈ h(xn, zn,pn) = [n,n + ], it is impossible that the case yn → ȳ happens.
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4 P(G)TWPness for parametrical system of GVQEPs
The main topic of this section is (G)TWPness for parametrical system of GVQEPs, which
is a common extension of both (G)TWPness and (G)HWPness, and its the metric char-
acterizations and sufficient conditions. The parametrical system of GVQEPs is

{
(GVQEP)p : p ∈ �

}
,

where (GVQEP)p for each p ∈ � is described at the beginning of Section  and (�, d̃) is a
Hausdorff metric space (parametric space).
For any p ∈ � and ε ≥ , we list some conditions as follows:

d
(
x,P(x)

) ≤ ε, (.)

h(x, z,p)∩ (
–εe(x) – intC(x)

)
= ∅ for all z ∈Q(x), (.)

h(x, z̃,p)∩ (
εe(x) –C(x)

) �= ∅ for some z̃ ∈Q(x), (.)

and denote

�
p
 (ε) =

{
x ∈ E : x satisfies (.) and (.)

}
,

�
p
(ε) =

{
x ∈ E : x satisfies (.)-(.)

}
.

Incidentally, for any given p ∈ �, define fp : E × F → Y as

fp(x, z) = h(x, z,p) for all (x, z) ∈ E × F .

Then the GVQEP related to p ∈ � is

p-(GVQEP) to find x̄ ∈ P(x̄) such that fp(x̄, z)∩
(
– intC(x̄)

)
= ∅ for all z ∈ Q(x̄).

Clearly,�p,�p
 (ε) and�

p
(ε) are just the solution set, the type I ε-approximating solution

set and the type II ε-approximating solution set of p-(GVQEP), respectively, for each p ∈ �

and ε ∈R+.

Definition . For each p ∈ � and ε, δ ∈ R+, the type I (ε, δ)-approximating solution
set related to p ∈ � (resp., type II (ε, δ)-approximating solution set related to p ∈ �) of
{(GVQEP)p : p ∈ �} is defined as

�
p
 (ε, δ) =

⋃{
�

q
 (ε) : d̃(q,p) ≤ δ

}
(
resp.,�p

(ε, δ) =
⋃{

�
q
(ε) : d̃(q,p) ≤ δ

})
.

A sequence {xn} is called a type I approximating solution sequence related to p ∈ �,
ASS(p) for brevity (resp., type II approximating solution sequence related to p ∈ �,
ASS(p) for brevity) of {(GVQEP)p : p ∈ �} if there exist {εn}, {δn} ⊂ R+ with εn, δn → 
such that xn ∈ �

p
 (εn, δn) (resp., xn ∈ �

p
(εn, δn)).
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Remark . (i) An ASS(p) of {(GVQEP)p : p ∈ �} is its ASS(p) for each p ∈ �.
(ii) Apparently,

�p ⊂ �
p
 (ε) ⊂ �

p
 (ε, δ) and �

p
(ε) ⊂ �

p
(ε, δ) (.)

for each p ∈ � and ε, δ ∈R+. Also, for each p ∈ � and ε ∈R+,

�p ⊂ �
p
(ε), (.)

on the assumption of
(a)  ∈ h(x,Q(x),p) for all x ∈ E and p ∈ �.

Definition . {(GVQEP)p : p ∈ �} is said to be GTWP (resp., GTWP) if for each p ∈
�, �p �= ∅ and for any ASS(p) (resp., ASS(p)) {xn} of {(GVQEP)p : p ∈ �}, there exists
a subsequence {xni} such that xni → x̄ ∈ �p; to be TWP (resp., TWP) if it is GTWP
(resp., GTWP) and �p is a singleton for each p ∈ �.

Remark . (i) The GTWPness for {(GVQEP)p : p ∈ �} implies its GTWPness accord-
ing to Remark .(i).
(ii) {(GVQEP)p : p ∈ �} is GTWP if and only if for each p ∈ �,�p is nonempty compact

and for any ASS(p) {xn} for {(GVQEP)p : p ∈ �}, d(xn,�p)→ . When �p is compact for
each p ∈ �, {(GVQEP)p : p ∈ �} is GTWP if and only if for any p ∈ �, �p �= ∅ and for any
ASS(p) {xn} for {(GVQEP)p : p ∈ �}, d(xn,�p) → . In addition, {(GVQEP)p : p ∈ �} is
TWP (resp., TWP) if and only if for each p ∈ �, �p = {x̄p} and for any ASS(p) (resp.,
ASS(p)) {xn} for {(GVQEP)p : p ∈ �}, d(xn, x̄p) → .

Lemma . Assume that (a)-(a) hold and
(a) h is lower semi-continuous on E × F × �;
(a) � is compact.

Then the following facts are true:
(i) �

p
 (ε, δ) is closed for each p ∈ � and ε, δ > .

(ii) �p =
⋂{�p

 (ε, δ) : ε, δ > } for each p ∈ �.

Proof (i) Let {xn} ⊂ �
p
 (ε, δ) with xn → x̄ for each ε, δ > . Then there exists pn ∈ � with

pn → p such that xn ∈ �
pn
 (ε). Without loss of generality, d̃(pn,p) ≤ δ. Thus, d(xn,P(xn)) ≤

ε and

h(xn, zn,pn)∩
(
–εe(xn) – intC(xn)

)
= ∅ for all zn ∈Q(xn).

By (a), without loss of generality, pn → p̄ ∈ �, which implies that d̃(p̄,p) ≤ δ. Applying
the analogous argument given in the proof of Lemma .(i), we have d(x̄,P(x̄)) ≤ ε and

h(x̄, z, p̄)∩ (
–εe(x̄) – intC(x̄)

)
= ∅ for all z ∈Q(x̄).

Accordingly, x̄ ∈ �
p̄
 (ε) and so x̄ ∈ �

p
 (ε, δ) by d̃(p̄,p) ≤ δ.
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(ii) Obviously, �p ⊂ ⋂{�p
 (ε, δ) : ε, δ > } on account of (.). Let x̄ ∈ �

p
 (ε, δ) for all

ε, δ > . Then there exist εn ↓  and δn ↓  such that

x̄ ∈ �
p
 (εn, δn) =

{⋃
�

q
 (εn) : d̃(q,p) ≤ δn

}
.

Therefore, there exists pn ∈ � such that d̃(pn,p) ≤ δn and x̄ ∈ �
pn
 (εn). As a result,

pn → p, x̄ ∈ P(x̄) and h(x̄, z,pn) ∩ (–εne(x̄) – intC(x̄)) = ∅ for all z ∈ Q(x̄). Then h(x̄, z,p) ∩
(– intC(x̄)) = ∅ for all z ∈Q(x̄) proceeds from (a), (a) and (a) and so x̄ ∈ �p. �

By a resemblant argument given in the proof of Lemma ., we have the following.

Lemma . Let (a)-(a) and (a)-(a) hold. Then the following assertions hold:
(i) �

p
(ε, δ) is closed for each p ∈ � and ε, δ > .

(ii) �p =
⋂{�p

(ε, δ) : ε, δ > } for each p ∈ �.

Theorem . Let E be bounded.
(i) If {(GVQEP)p : p ∈ �} is GTWP, then for each p ∈ �,

�
p
 (ε, δ) �= ∅ for all ε, δ >  and lim

(ε,δ)→(,)
α
(
�

p
 (ε, δ)

)
= . (.)

(ii) Suppose that (a)-(a) and (a)-(a) hold. If (.) holds for each p ∈ �, then
{(GVQEP)p : p ∈ �} is GTWP.

Proof (i) Since {(GVQEP)p : p ∈ �} is GTWP, �p is nonempty compact for each p ∈ �.
Then �

p
 (ε, δ) �= ∅ and

α
(
�

p
 (ε, δ)

) ≤ H
(
�

p
 (ε, δ),�

p) + α
(
�p) = ẽ

(
�

p
 (ε, δ),�

p)

for any p ∈ � and ε, δ > . It is enough to testify ẽ(�p
 (ε, δ),�p) →  as (ε, δ) → (, ) for

each p ∈ �. Otherwise, there exist p,pn ∈ �, r > , εn ↓  and δn ↓  with d̃(pn,p) ≤ δn and
xn ∈ �

pn
 (εn) such that d(xn,�p) ≥ r. This says that {xn} is an ASS(p) of {(GVQEP)p : p ∈

�}. By Remark .(ii), d(xn,�p) → , which contradicts d(xn,�p)≥ r.
(ii) For any ASS(p) {xn} of {(GVQEP)p : p ∈ �}, there exist {εn}, {δn} ⊂ R+ with

(εn, δn) → (, ) such that xn ∈ �
p
 (εn, δn) by Remark .(ii). In view of Lemma . and

Kuratowski theorem [], �p is nonempty compact and H(�p
 (εn, δn),�p) → . Thus

d(xn,�p)→ . It follows that {(GVQEP)p : p ∈ �} is GTWP. �

Theorem . Let E be bounded.
(i) Suppose that for each p ∈ �, �p is compact. If {(GVQEP)p : p ∈ �} is GTWP, then

for p ∈ �,

�
p
(ε, δ) �= ∅ for all ε, δ > , and lim

(ε,δ)→(,)
α
(
�

p
(ε, δ)

)
= . (.)

(ii) Assume that (a)-(a) and (a)-(a) hold. If (.) holds for each p ∈ �, then
{(GVQEP)p : p ∈ �} is GTWP.
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Proof This proof is completed by using Lemma . and a similar argument proposed in
the proof of Theorem . and is omitted. �

Corollary . Assume that E is bounded and �p is a singleton for each p ∈ �.
(i) If {(GVQEP)p : p ∈ �} is TWP (resp., TWP), then (.) (resp., (.)) holds for each

p ∈ �.
(ii) Assume that (a)-(a) and (a)-(a) (resp., (a)-(a) and (a)-(a)) hold. If (.)

(resp., (.)) holds for each p ∈ �, then {(GVQEP)p : p ∈ �} is TWP (resp., TWP).

By a similar method of the proof in Theorem ., we have the following.

Theorem . Let (a)-(a) and (a)-(a) hold and �p �= ∅ for each p ∈ �. If
(b) For each p ∈ �, �p

 (ε, δ) is compact for some ε, δ > ; or
(b) X is a finite-dimensional normed linear space and for each p ∈ �, �p

 (ε, δ) is
bounded for some ε, δ > 

holds, then {(GVQEP)p : p ∈ �} is GTWP and also GTWP.

Corollary . Further suppose that �p is a singleton for each p ∈ � in Theorem .. Then
{(GVQEP)p : p ∈ �} is TWP and also TWP.

5 Relations among the types of proposed well-posedness
In this section we are interested in the comparison among the types of proposed well-
posedness defined in previous sections.
It seems on the surface to have no relations between the (G)HWPness for (GVQEP)p

and (G)TWPness for (GVQEP). However, if there are some connections between their
objective mappings, we may discuss the relations.

Example . Let � = R+, and let h : E × F × � → Y be the objective mapping of
(GVQEP)p and f : E × F → Y be the objective mapping of (GVQEP), where

h(x, z,p) = f (x, z) + pe(x) for all (x, z,p) ∈ E × F × �. (.)

And let � be the solution set of (GVQEP) and �(p) (resp., �(p)) be the type I
p-approximating solution set (resp., type II p-approximating solution set) of (GVQEP).
It follows that

�p ⊂ �(p) (.)

and

�p ⊂ �(p) (.)

if (a) holds. If, further, P(x) = E for all x ∈ E, then both (.) and (.) are indeed equalities.
Figure  illuminates the relations among GHWPness for (GVQEP)p, GTWPness and

GTWPness for (GVQEP) when the relation of their objectivemapping is defined by (.).
If, further, � = � is a singleton, then Figure  illuminates the relations among HWPness
for (GVQEP)p, TWPness and TWPness for (GVQEP) when the relation of their objec-
tive mapping is defined by (.).
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Figure 1 The relation between GTWPness for (GVQEP) and GHWPness for (GVQEP)p at p0 = 0.

Figure 2 The relations between GTWPness for p-(GVQEP) and GTWPness for {(GVQEP)p} and between
GHWPness for (GVQEP)p and GTWPness for {(GVQEP)p : p ∈ �}.

It follows from (.) and (.) that GTWPness and GTWPness for {(GVQEP)p : p ∈
�} imply that GTWPness and GTWPness for p-(GVQEP) for each p ∈ �, respectively,
and GTWPness for {(GVQEP)p : p ∈ �} also implies GHWPness for (GVQEP)p at each
p ∈ �, while GTWPness implies GHWPness for (GVQEP)p at each p ∈ � if (a) holds.
But these converses fail to hold. See the following example.

Example . Let X = Y = Z =R, � = E = F =R+, P(x) = {x}, Q(x) = C(x) =R+, e(x) =  for
all x ∈ E and h defined by

h(x, z,p) =

{
[–x + z + ,–x + z + ] if p = ,x ∈ E, z ∈ F ,
[–px + z + p, –px + z + p] if p > ,x ∈ E, z ∈ F .

Then �p = [, ],

�
p
 (ε) =

{
[,  + ε], if p = ,
[,  + ε

p ], if p > ,
�

p
(ε) =

⎧⎪⎨
⎪⎩
[ – ε,  + ε] if p = ,
[ – ε

p ,  +
ε
p ] if p≥ ε,

[,  + ε
p ], otherwise,

and

�
 (ε, δ) = �

(ε, δ) = [,+∞),

for each p ∈ � and  < ε, δ < . It is clear that (GVQEP)p is GHWP at each p ∈ �, and
p-(GVQEP) is GTWP and GTWP for each p ∈ �, while {(GVQEP)p : p ∈ �} is neither
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GTWP nor GTWP. In fact, take pn = 
n , εn = 

n , δn = 
n and xn = n. It is easy to see

that {xn} is an ASS() (resp., ASS()) of {(GVQEP)p : p ∈ �}, but it has no convergent
subsequence.
Figure  illuminates the relation betweenGTWPness for {(GVQEP)p : p ∈ �} andGTW-

Pness for p-(GVQEP) for each p ∈ �, and that between GTWPness for {(GVQEP)p : p ∈
�} and GHWPness for (GVQEP)p at each p ∈ �.
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8. Chifu, C, Petruşl, G: Well-posedness and fractals via fixed point theory. Fixed Point Theory Appl. 2008, Article ID

645419 (2008)
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