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#### Abstract

In this paper, we give a fixed point theorem in locally convex algebras and present applications to the existence problem for a class of nonlinear integral equations with unbounded deviations.
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## 1 Introduction

The research of functional integral equations and differential equations is a main object of investigations of nonlinear functional analysis. These equations occur in physical, biological, and economic problems. The existence of solutions of them are commonly proved by suitable fixed point theorems. In this paper, we establish a new fixed point theorem for continuous mappings on locally convex algebras. These results arose out of our examination of a particular functional integral with unbounded deviations. We noticed in our study that the fixed point theorems developed in the Banach algebras (see [1-5] and the references given therein) were not always useful in establishing existence principles for the problems that we are interested in Section 4. More precisely, the well-known results in Banach algebras are not applicable to nonlinear integral equations with unbounded deviations.

## 2 Preliminaries

Before stating the main results, we give some useful definitions, preliminaries which will be used in the sequel.
Let $X$ be a uniform space. Then uniform topology on $X$ is generated by the family of uniform continuous pseudometrics on $X \times X$ (see [6]). In this paper, by ( $X, \mathcal{P}$ ) we mean a Hausdorff uniform space whose uniformity is generated by a saturated family of pseudometrics $\mathcal{P}=\left\{d_{\alpha}(x, y): \alpha \in I\right\}$, where $I$ is an index set. Note that $(X, \mathcal{P})$ is Hausdorff if and only if $d_{\alpha}(x, y)=0$ for all $\alpha \in I$ implies $x=y$.

Definition 2.1 ([7]) Let $(X, \mathcal{P})$ be a Hausdorff uniform space.
(1) The sequence $\left\{x_{n}\right\} \subset X$ is Cauchy if $d_{\alpha}\left(x_{n}, x_{m}\right) \rightarrow 0$ as $m, n \rightarrow+\infty$ for every $\alpha \in I$.
(2) $X$ is said to be sequentially complete if every Cauchy sequence $\left\{x_{n}\right\}$ in $X$ converges to $x \in X$.

Definition 2.2 ([7]) Let $j: I \rightarrow I$ be an arbitrary mapping of the index set $I$ into itself. The iterations of $j$ can be defined inductively

$$
j^{0}(\alpha)=\alpha, \quad j^{k}(\alpha)=j\left(j^{k-1}(\alpha)\right), \quad k=1,2, \ldots .
$$

Now, we introduce the two classes of functions which play crucial roles in the fixed point theory. Sometimes, they are called control functions.

Let $\Phi=\{\phi\}$ be a class of functions with the properties:
(i) $\phi:[0,+\infty) \rightarrow[0,+\infty)$ is monotone non-decreasing and continuous;
(ii) $0<\phi(t)<t$ for all $t>0$ and $\phi(0)=0$.

Let $\Psi=\{\psi\}$ be a class of functions with the properties:
(i) $\psi:[0,+\infty) \rightarrow[0,+\infty)$ is monotone non-decreasing and continuous;
(ii) $\psi(0)=0$.

We need the following fact for the class of functions $\Phi$. It may be not original.

Lemma 2.3 For any $\phi \in \Phi$, if $K$ is a bounded subset of $[0,+\infty)$ then there exists $k \in(0,1)$ such that

$$
\phi(t) \leq k t
$$

for all $t \in K$.

Proof Since the closure $\bar{K}$ of $K$ is compact and $\phi$ is continuous, we have

$$
\max _{t \in \bar{K}} \phi(t)=\phi\left(t_{0}\right)<t_{0}
$$

for some $t_{0} \in \bar{K}$. Suppose that there no $0<k<1$ such that $\phi(t) \leq k t$ for all $t \in K$. Then, for each $n=1,2, \ldots$ we can find $t_{n} \in K$ such that

$$
\begin{equation*}
\phi\left(t_{n}\right) \geq\left(1-\frac{1}{n}\right) t_{n} \tag{1}
\end{equation*}
$$

Since $\bar{K}$ is compact, there exists a subsequence $\left(t_{n_{k}}\right)$ of the sequence $\left(t_{n}\right)$ such that $t_{n_{k}} \rightarrow$ $t \in \bar{K}$. Letting $n_{k} \rightarrow+\infty$ in (1), we arrive at $\phi(t) \geq t$ and this is a contradiction.

Definition 2.4 ([7]) Let $(X, \mathcal{P})$ be a uniform space and $\left\{\phi_{\alpha}\right\}_{\alpha \in I} \subset \Phi$ be a family of functions. A mapping $T: X \rightarrow X$ is said to be $\Phi$-contractive on $X$ if

$$
d_{\alpha}(T x, T y) \leq \phi_{\alpha}\left(d_{j(\alpha)}(x, y)\right),
$$

for all $x, y \in X, \alpha \in I$ and for some fixed mapping $j: I \rightarrow I$.

The following is due to Angelov [8].

Theorem $2.5([7,8])$ Let $(X, \mathcal{P})$ be a Hausdorff sequentially complete uniform space and $T: X \rightarrow X$ be a mapping. Suppose that
(1) $T$ is $\Phi$-contractive;
(2) for every $\alpha \in I$ there exists a function $\bar{\phi}_{\alpha} \in \Phi$ such that

$$
\sup \left\{\phi_{j^{n}(\alpha)}(t): n=0,1,2, \ldots\right\} \leq \bar{\phi}_{\alpha}(t)
$$

and $\frac{\bar{\phi}_{\alpha}(t)}{t}$ is monotone non-decreasing;
(3) there is $x_{0} \in X$ such that for every $\alpha \in I$ there exists $q(\alpha)>0$ such that the inequality $d_{j^{n}(\alpha)}\left(x_{0}, T x_{0}\right) \leq q(\alpha)$ is valid for all $n=0,1, \ldots$.
Then $T$ has at least one fixed point in $X$.

Angelov added the following properties of $X$ for the uniqueness of fixed point.

Definition 2.6 ([7]) A uniform space $(X, \mathcal{P})$ is said to be $j$-bounded if for every $\alpha \in I$ and $x, y \in X$ there exists $q=q(x, y, \alpha)$ such that

$$
d_{j^{n}(\alpha)}(x, y) \leq q(x, y, \alpha)<+\infty, \quad \text { for all } n \in \mathbb{N} .
$$

Theorem 2.7 ([7, 8]) Suppose that the conditions of Theorem 2.5 are fulfilled. If $X$ is $j$ bounded then $F$ has a unique fixed point.

Remark 2.8 If $E$ is a locally convex space with a saturated family of seminorms $\left\{p_{\alpha}\right\}_{\alpha \in I}$, then the associated family of pseudometrics $\left\{d_{\alpha}\right\}_{\alpha \in I}$ defined by $d_{\alpha}(x, y)=p_{\alpha}(x-y)$ for every $x, y \in E$ and $\alpha \in I$. The uniform topology, which is generated by this family of pseudometrics $\left\{d_{\alpha}\right\}_{\alpha \in I}$, coincides with the original topology of the space $E$. Therefore, as a corollary of Theorem 2.5, we obtain the fixed point theorems in locally convex spaces.

Let $X$ be a locally convex space and $T: X \rightarrow X$. Then $T$ is called a compact operator if $\overline{T(X)}$ is a compact subset of $X$. Again $T$ is called totally bounded if for any bounded set $S$ of $X, T(S)$ is a totally bounded set of $X$. Further, $T$ is called completely continuous if it is continuous and totally bounded. Note that every compact operator is totally bounded. The two notions are equivalent on a bounded set of $X$.
The following theorem is called the Tikhonov-Schauder fixed point theorem.

Theorem 2.9 ([9]) Let E be a Hausdorff locally convex space, $C$ a convex subset of $E$ and $F: C \rightarrow E$ a continuous mapping such that

$$
F(C) \subset A \subset C
$$

with A compact. Then F has at least one fixed point.

Throughout this paper, we consider associative and commutative algebras over the field $\mathbb{K}$ of complex numbers or real numbers.

Definition 2.10 ( $[10,11])$ Let $E$ be an algebra over $\mathbb{K}$. $E$ is called a topological algebra if
(1) $E$ is a topological vector space;
(2) the multiplication in $E$ is continuous.

We recall that a seminorm on the vector space $E$ is a real-valued function $p: E \rightarrow R$ such that the following conditions are satisfied:
(i) $p(x) \geq 0$, for every $x \in E$;
(ii) $p(x+y) \leq p(x)+p(y)$, for any $x, y \in E$;
(iii) $p(\lambda x)=|\lambda| p(x)$, for any $\lambda \in K$ and $x \in E$.

Definition $2.11([10,11])$ Let $E$ be a topological algebra.
(1) A seminorm $p: E \rightarrow \mathbb{R}$ is called submultiplicative if $p(x y) \leq p(x) p(y)$ for any elements $x, y$ in $E$.
(2) A set $U \subset E$ is called multiplicative if $U \cdot U \subset U$.

Definition $2.12([10,11])$ The topological algebra $E$ is called a locally multiplicatively convex algebra if $E$ has a local basis consisting of multiplicative and convex sets.

In this paper, a locally multiplicatively convex algebra is briefly called a locally convex algebra. The following remark is due to [10] and [11].

Remark 2.13 ( $[10,11])$ Let $E$ be a locally convex algebra. Then one can show that its topology is defined by a saturated family $\mathcal{P}=\left\{p_{\alpha}\right\}_{\alpha \in I}$ of submultiplicative seminorms.

Example 2.14 Let $X=C(\mathbb{R} ; \mathbb{R})$ be the algebra consisting all continuous functions from $R$ to $R$. Then $X$ is a locally convex algebra that defined by the countable family of submultiplicative seminorms

$$
p_{n}(x)=\max _{t \in[-n, n]}|x(t)|, \quad x \in X, n=1,2, \ldots
$$

For more basis material as regards the theory of locally convex algebra, we refer the reader to [10, 12], and [11].

## 3 Fixed point theorems in locally convex algebras

Let $X$ be a locally convex algebra with a saturated family of seminorms $\left\{p_{\alpha}\right\}_{\alpha \in I}$.

Definition 3.1 The mapping $T: X \rightarrow X$ is said to be $\mathcal{D}$-Lipschitzian with the family of functions $\left\{\psi_{\alpha}\right\}_{\alpha \in I}$ if

$$
p_{\alpha}(T x-T y) \leq \psi_{\alpha}\left(p_{j(\alpha)}(x-y)\right),
$$

for all $x, y \in X$ and $\alpha \in I$, where $\left\{\psi_{\alpha}\right\}_{\alpha \in I}$ is a subfamily of $\Psi$.
If $\psi_{\alpha}(t)=k_{\alpha} t$ for all $t \geq 0$, where $k_{\alpha}$ is a real number for all $\alpha \in I$, then $T$ is called Lipschitzian with the family of Lipschitz constants $\left\{k_{\alpha}\right\}_{\alpha \in I}$.

Theorem 3.2 Let $X$ be a locally convex algebra such that topology of $X$ is Hausdorff sequentially complete. Let $S$ be a closed, convex and bounded subset of $X$ and $A: X \rightarrow X$, $B: S \rightarrow X$ be two operators such that
(A1) $A$ is $\mathcal{D}$-Lipschitzian with the family of functions $\left\{\psi_{\alpha}\right\}$;
(A2) $B$ is completely continuous and $x=$ AxBy implies $x \in S$ for every $y \in S$;
(A3) $p_{j(\alpha)}(x-y) \leq p_{\alpha}(x-y)$ for every $x, y \in S$ and $\alpha \in I$;
(A4) for every $x \in X$ and for every $\alpha \in I$, there exists $q(\alpha, x)$ such that

$$
p_{j^{k}(\alpha)}(x) \leq q(\alpha, x)<+\infty
$$

for all $k=0,1,2, \ldots$. In particular, $p_{j^{k}(\alpha)}(x) \leq q(\alpha)<+\infty$ for every $x \in S$ and for all $k=0,1,2, \ldots$;
(A5) for each $\alpha \in I$,

$$
M_{\alpha} \psi_{\alpha}(t)<t
$$

for all $t>0$ and there exists $\bar{\phi}_{\alpha} \in \Phi$ such that $\frac{\bar{\phi}_{\alpha}(t)}{t}$ is non-decreasing and

$$
\sup \left\{M_{j^{k}(\alpha)} \psi_{j^{k}(\alpha)}(t): k=0,1,2, \ldots\right\} \leq \bar{\phi}_{\alpha}(t)
$$

for every $t>0$, where $M_{\alpha}=\sup \left\{p_{\alpha}(B(x)): x \in S\right\}, \alpha \in I$.
Then the operator equation $x=A x B x$ has a solution.

Proof Now, let $y \in S$, we define a mapping $A_{y}: X \rightarrow X$ by

$$
A_{y}(x)=A x B y, \quad x \in X .
$$

First, we claim that $A_{y}$ is $\mathcal{D}$-Lipschitzian. For each $\alpha \in I$, we have

$$
\begin{align*}
p_{\alpha}\left(A_{y} x_{1}-A_{y} x_{2}\right) & =p_{\alpha}\left(A x_{1} B y-A x_{2} B y\right) \\
& \leq p_{\alpha}\left(A x_{1}-A x_{2}\right) p_{\alpha}(B y) \\
& \leq p_{\alpha}\left(A x_{1}-A x_{2}\right) M_{\alpha} \\
& \leq M_{\alpha} \psi_{\alpha}\left(p_{j(\alpha)}\left(x_{1}-x_{2}\right)\right) \\
& =\phi_{\alpha}\left(p_{j(\alpha)}\left(x_{1}-x_{2}\right)\right), \tag{2}
\end{align*}
$$

where $\phi_{\alpha}=M_{\alpha} \psi_{\alpha} \in \Phi$. Then it is easy to see that all conditions of Theorem 2.7 are fulfilled for $A_{y}$ with every $\alpha \in I$. Hence, we get a unique fixed point $x^{*} \in X$ of $A_{y}$, that is,

$$
x^{*}=A_{y} x^{*}=A x^{*} B y .
$$

Since condition (A2) holds, we have $x^{*} \in S$. Now, we define a mapping $N: S \rightarrow X$ by

$$
N y=z,
$$

where $z \in X$ is the unique solution of the equation

$$
z=A z B y, \quad z \in S
$$

Now, we show that $N$ is continuous. Let $\left\{y_{n}\right\}$ be a sequence in $S$ converging to a point $y$. Since $S$ is closed, we obtain $y \in S$. For each $\alpha \in I$, we have

$$
\begin{aligned}
p_{\alpha}\left(N y_{n}-N y\right) & =p_{\alpha}\left(A z_{n} B y_{n}-A z B y\right)=p_{\alpha}\left(A z_{n} B y_{n}-A z B y_{n}+A z B y_{n}-A z B y\right) \\
& \leq p_{\alpha}\left(\left(A z_{n}-A z\right) B y_{n}\right)+p_{\alpha}\left(A z\left(B y_{n}-B y\right)\right) \\
& \leq p_{\alpha}\left(A z_{n}-A z\right) p_{\alpha}\left(B y_{n}\right)+p_{\alpha}(A z) p_{\alpha}\left(B y_{n}-B y\right) .
\end{aligned}
$$

For each $n=1,2, \ldots$, since $A$ is $\mathcal{D}$-Lipschitzian, in view (2) and the condition (A3), we have

$$
\begin{aligned}
p_{\alpha}\left(A z_{n}-A z\right) p_{\alpha}\left(B y_{n}\right) & \leq \psi_{\alpha}\left(p_{j(\alpha)}\left(z_{n}-z\right)\right) M_{\alpha} \\
& =\phi_{\alpha}\left(p_{j(\alpha)}\left(z_{n}-z\right)\right)=\phi_{\alpha}\left(p_{j(\alpha)}\left(N y_{n}-N y\right)\right) \\
& \leq \phi_{\alpha}\left(p_{\alpha}\left(N y_{n}-N y\right)\right) .
\end{aligned}
$$

Hence

$$
p_{\alpha}\left(N y_{n}-N y\right) \leq \phi_{\alpha}\left(p_{\alpha}\left(N y_{n}-N y\right)\right)+p_{\alpha}(A z) p_{\alpha}\left(B y_{n}-B y\right) .
$$

Letting $n \rightarrow+\infty$ and by the continuity of $B$, we get

$$
\begin{align*}
\limsup _{n \rightarrow+\infty} p_{\alpha}\left(N y_{n}-N y\right) \leq & \limsup _{n \rightarrow+\infty} \phi_{\alpha}\left(p_{\alpha}\left(N y_{n}-N y\right)\right) \\
& +\limsup _{n \rightarrow+\infty} p_{\alpha}(A z) p_{\alpha}\left(B y_{n}-B y\right) \\
= & \limsup _{n \rightarrow+\infty} \phi_{\alpha}\left(p_{\alpha}\left(N y_{n}-N y\right)\right) \\
= & \phi_{\alpha}\left(\limsup _{n \rightarrow+\infty} p_{\alpha}\left(N y_{n}-N y\right)\right) . \tag{3}
\end{align*}
$$

Since $S$ is bounded and $N(S) \subset S$ we have

$$
\limsup _{n \rightarrow+\infty} p_{\alpha}\left(N y_{n}-N y\right)=r<+\infty
$$

for each $\alpha \in I$. Therefore, it follows from (3) that

$$
r \leq \phi_{\alpha}(r) .
$$

This implies that

$$
r=\limsup _{n \rightarrow+\infty} p_{\alpha}\left(N y_{n}-N y\right)=0
$$

for all $\alpha \in I$. Hence $\left\{N y_{n}\right\}$ converges to $N y$. This proves that $N$ is continuous.
Next we show that $N$ is a compact mapping. Since $S$ is bounded and $p_{j(\alpha)}$ is continuous, $p_{j(\alpha)}(S)$ is a bounded subset of $[0,+\infty)$. Applying Lemma 2.3, we can seek $k_{\alpha} \in[0,1)$ such that

$$
\phi_{\alpha}\left(p_{j(\alpha)}(x-y)\right)<k_{\alpha} p_{\alpha}(x-y)
$$

for all $x, y \in S$. Now, for each $\alpha \in I$ and for any $z \in S$ we have

$$
p_{\alpha}(A z) \leq p_{\alpha}(A a)+p_{\alpha}(A z-A a) \leq p_{\alpha}(A a)+k_{\alpha} p_{\alpha}(z-a) \leq c_{\alpha},
$$

where $c_{\alpha}=p_{\alpha}(A a)+2 q(\alpha)$, and $a \in S$.
Let $U$ be an open neighborhood of 0 in $X$. Without loss of generality, we may assume that

$$
U=\left\{x \in X: p_{\alpha_{1}}(x)<\varepsilon, p_{\alpha_{2}}(x)<\varepsilon, \ldots, p_{\alpha_{m}}(x)<\varepsilon\right\}
$$

for some $\varepsilon>0, \alpha_{1}, \ldots, \alpha_{m} \in I$. Since $B$ is completely continuous, $B(S)$ is totally bounded. Then there is a finite set $Y=\left\{y_{1}, \ldots, y_{n}\right\} \subset S$ such that

$$
B(S) \subset \bigcup_{l=1}^{n} B\left(y_{l}\right)+V
$$

where

$$
\begin{aligned}
V= & \left\{x \in X: p_{\alpha_{1}}(x)<\left(\frac{1-k_{\alpha_{1}}}{c_{\alpha_{1}}}\right) \varepsilon, \ldots, p_{\alpha_{m}}(x)<\left(\frac{1-k_{\alpha_{n}}}{c_{\alpha_{n}}}\right) \varepsilon,\right. \\
& \left.p_{j\left(\alpha_{1}\right)}(x)<\varepsilon, \ldots, p_{j\left(\alpha_{m}\right)}(x)<\varepsilon\right\} .
\end{aligned}
$$

Therefore, for any $y \in S$ we have $y_{l} \in Y$ such that

$$
p_{\alpha_{i}}\left(B y-B y_{l}\right)<\left(\frac{1-k_{\alpha_{i}}}{c_{\alpha_{i}}}\right) \varepsilon, \quad p_{j\left(\alpha_{i}\right)}\left(B y-B y_{l}\right)<\varepsilon
$$

for every $i=1,2, \ldots, m$. Also, for every $i=1,2, \ldots, m$ and $z_{l}=N y_{l}$, we have

$$
\begin{aligned}
p_{\alpha_{i}}\left(z-z_{l}\right) & =p_{\alpha_{i}}\left(N y-N y_{l}\right)=p_{\alpha_{i}}\left(A z B y-A z_{l} B y_{l}\right) \\
& \leq p_{\alpha_{i}}\left(A z B y-A z_{l} B y\right)+p_{\alpha_{i}}\left(A z_{l} B y-A z_{l} B y_{l}\right) \\
& \leq p_{\alpha_{i}}\left(A z-A z_{l}\right) p_{\alpha_{i}}(B y)+p_{\alpha_{i}}\left(A z_{l}\right) p_{\alpha_{i}}\left(B y-B y_{l}\right) \\
& <\phi_{\alpha_{i}}\left(p_{j\left(\alpha_{i}\right)}\left(z-z_{l}\right)\right)+c_{\alpha_{i}}\left(\frac{1-k_{\alpha_{i}}}{c_{\alpha_{i}}}\right) \varepsilon \\
& <k_{\alpha_{i}} p_{j\left(\alpha_{i}\right)}\left(z-z_{l}\right)+\left(1-k_{\alpha_{i}}\right) \varepsilon \\
& \leq k_{\alpha_{i}} p_{\alpha_{i}}\left(z-z_{l}\right)+\left(1-k_{\alpha_{i}}\right) \varepsilon .
\end{aligned}
$$

This yields

$$
p_{\alpha_{i}}\left(z-z_{l}\right)<\varepsilon
$$

for every $l=1,2, \ldots, n$. Hence $N y-N y_{l}=z-z_{l} \in U$, that is, $z=N y \in z_{l}+U$. It follows that

$$
N(S) \subset \bigcup_{l=1}^{n}\left(z_{l}+U\right)
$$

This implies that $N$ is totally bounded. Combining this fact and the continuity of $N$, we can conclude that $N$ is a compact operator.
Since $S$ is convex, closed, and bounded, applying Tikhonov-Schauder's fixed theorem, we find that $N$ has a fixed point in $S$. Then by the definition of $N$, we obtain

$$
x=N x=A(N x) B x=A x B x .
$$

This proves that the operator equation $x=A x B x$ has a solution in $S$. The theorem is proved.

Remark 3.3 If $S$ contains 0 then the condition (A3) implies condition (A4). Indeed, since $0 \in S$ and condition (A3) we have

$$
p_{j(\alpha)}(x) \leq p_{\alpha}(x)
$$

for every $x \in X$ and $\alpha \in I$. It follows that

$$
p_{j^{k}(\alpha)}(x) \leq p_{\alpha}(x)
$$

for every $x \in X$ and $k=1,2, \ldots$ Moreover, since $S$ is bounded, for every $\alpha \in I$, there exists $q(\alpha)$ such that

$$
p_{j^{k}(\alpha)}(x) \leq q(\alpha)
$$

for all $x \in S$.

We can immediately obtain the following corollary.
Corollary 3.4 Let $X$ be a locally convex algebra such that the topology of $X$ is Hausdorff sequentially complete. Let $S$ be a closed, convex, and bounded subset of $X$ and let $A: X \rightarrow X$, $B: S \rightarrow X$ be two operators such that:
(B1) $A$ is Lipschitzian with the family of Lipschitz constants $\left\{k_{\alpha}\right\}$;
(B2) $B$ is completely continuous and $x=$ AxBy implies $x \in S$ for every $y \in S$;
(B3) $p_{j(\alpha)}(x-y) \leq p_{\alpha}(x-y)$ for every $x, y \in S$ and $\alpha \in I$;
(B4) for every $x \in X$ and for every $\alpha \in I$, there exists $q(\alpha, x)$ such that

$$
p_{j^{k}(\alpha)}(x) \leq q(\alpha, x)<+\infty
$$

for all $k=0,1,2, \ldots$ In particular, $p_{j^{k}(\alpha)}(x) \leq q(\alpha)<+\infty$ for every $x \in S$ and for all $k=0,1,2, \ldots$;
(B5) for each $\alpha \in I$,

$$
M_{\alpha} k_{\alpha}<1
$$

and

$$
\sup \left\{M_{j^{k}(\alpha)} k_{j^{k}(\alpha)}: k=0,1,2, \ldots\right\} \leq r_{\alpha}<1,
$$

where $M_{\alpha}=\sup \left\{p_{\alpha}(B(x)): x \in S\right\}, \alpha \in I$.
Then the operator equation $x=A x B x$ has a solution.

## 4 Applications to nonlinear integral equations

In this section, we apply the previous result to investigate the existence of a solution to nonlinear integral equations with unbounded deviations. Let us consider the following integral equation:

$$
\begin{align*}
x(t)= & F\left(t, \int_{0}^{\Delta_{1}(t)} x(s) d s, \ldots, \int_{0}^{\Delta_{m}(t)} x(s) d s, x\left(\tau_{1}(t)\right), \ldots, x\left(\tau_{n}(t)\right)\right) \\
& \times\left[q(t)+\int_{0}^{t} f(s, x(s)) d s\right] \tag{4}
\end{align*}
$$

for $t>0$, where we have an unknown function $x(t)$, the deviations $\Delta_{i}, \tau_{j}:[0,+\infty) \rightarrow$ $[0,+\infty)$ are continuous functions, in the general case, unbounded, and $q:[0,+\infty) \rightarrow \mathbb{R}$, $f:[0,+\infty) \times \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions. Note that, since the deviations are unbounded, we cannot apply the well-known fixed point theorems in Banach algebras (see [2-5], and the references given therein) for the above integral equations.
By a solution of the FIE (4), we mean a continuous function $x:[0,+\infty) \rightarrow \mathbb{R}$ that satisfies FIE (4) on $\mathbb{R}_{+}:=[0,+\infty)$. Let $X=C\left(\mathbb{R}_{+}, \mathbb{R}\right)$ be the locally convex algebra (in fact, Frechet algebra) of all continuous real-valued functions on $R_{+}$with a family of seminorms,

$$
p_{[0, n]}(x)=\max \{|x(t)|: t \in[0, n]\} .
$$

As in [7] and [2], we shall adopt the following assumptions.

## Assumption 4.1

(C1) The functions $\Delta_{i}(t): \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, i=1,2, \ldots, m ; \tau_{l}(t): \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, l=1,2, \ldots, n$, are continuous and $\Delta_{i}(t) \leq t, \tau_{l}(t) \leq t$ for every $t>0$.
(C2) The function $F:\left(t, u_{1}, u_{2}, \ldots, u_{m}, v_{1}, \ldots, v_{n}\right): \mathbb{R}_{+} \times \mathbb{R}^{m+n} \rightarrow[0,1]$ is continuous and satisfies the conditions

$$
\begin{aligned}
& \left|F\left(t, u_{1}, \ldots, u_{m}, v_{1}, \ldots, v_{n}\right)-F\left(t, \bar{u}_{1}, \ldots, \bar{u}_{m}, \bar{v}_{1}, \ldots, \bar{v}_{n}\right)\right| \\
& \quad \leq \Omega\left(t,\left|u_{1}-\bar{u}_{1}\right|, \ldots,\left|u_{m}-\bar{u}_{m}\right|,\left|v_{1}-\bar{v}_{1}\right|, \ldots,\left|v_{n}-\bar{v}_{n}\right|\right)
\end{aligned}
$$

where the function $\Omega\left(t, x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{n}\right): \mathbb{R}_{+}^{m+n+1} \rightarrow \mathbb{R}_{+}$is continuous in $t$, non-decreasing and continuous in each $x_{i}, y_{l}, \Omega(t, a y, \ldots, a y, y, \ldots, y)<y$ for every constant $a>0$ and $\frac{\Omega(t, a y, \ldots, a y, y, \ldots, y)}{y}$ is non-decreasing in $y$.
(C3) $q$ is uniformly continuous on $\mathbb{R}_{+},\|q\|_{\infty}=\sup _{t \in \mathbb{R}_{+}}|q(t)|<1$ and $\int_{0}^{+\infty}|f(s, x(s))| d s<1-\|q\|_{\infty}$ for every $x \in C\left(\mathbb{R}_{+}, \mathbb{R}\right)$ with $|x(t)| \leq 1$ for all $t$.

Theorem 4.2 Under assumptions (C1), (C2), and (C3), (4) has at least one solution $x=x(t)$ which belongs to the space $C\left(\mathbb{R}_{+}, \mathbb{R}\right)$.

Proof Let $S=\left\{x \in C\left(\mathbb{R}_{+}, \mathbb{R}\right): p_{[0, n]}(x) \leq 1, n=1,2, \ldots\right\}$. It is easy to see that $S$ is a convex, closed, and bounded subset of $C\left(\mathbb{R}_{+}, \mathbb{R}\right)$. Let us consider two operators $A, B$ defined on $C\left(\mathbb{R}_{+}, \mathbb{R}\right)$ by

$$
(A x)(t)=F\left(t, \int_{0}^{\Delta_{1}(t)} x(s) d s, \ldots, \int_{0}^{\Delta_{m}(t)} x(s) d s, x\left(\tau_{1}(t)\right), \ldots, x\left(\tau_{n}(t)\right)\right)
$$

and

$$
(B x)(t)=q(t)+\int_{0}^{t} f(s, x(s)) d s,
$$

for all $t \in R_{+}$.
Then (4) is equivalent to the operator equation

$$
x=A x B x
$$

on $C\left(\mathbb{R}_{+}, \mathbb{R}\right)$. Now, we claim that the operators $A$ and $B$ satisfy all conditions of Theorem 3.2 with $S$ as previously mentioned.

Now, we consider the index set $I=\{[0, k]: k=1,2, \ldots\}$ and for each $[0, k] \in I$, we set

$$
r(k):=\left[\max \left\{\max _{t \in[0, k]} \Delta_{i}(t), \max _{t \in[0, k]} \tau_{l}(t): i=1,2, \ldots, m ; l=1,2, \ldots, n\right\}\right],
$$

where $[x]$ is the integer part of $x \in \mathbb{R}$. By the condition (C1) we get $r(k) \leq k$. Let us

$$
N(k)= \begin{cases}r(k)+1 & \text { if } r(k)<k, \\ r(k) & \text { if } r(k)=k .\end{cases}
$$

We define a map $j: I \rightarrow I$ by

$$
j([0, k])=[0, N(k)] .
$$

It is easy to see that

$$
\begin{equation*}
\left[0, \max _{t \in[0, k]} \Delta_{i}(t)\right] \subset j([0, k]) \quad \text { and } \quad\left[0, \max _{t \in[0, k]} \tau_{l}(t)\right] \subset j([0, k]) \tag{5}
\end{equation*}
$$

for all $i=1,2, \ldots, m, l=1,2, \ldots, n$.
For each $k=1,2, \ldots$, we put $\Delta_{k}^{i}=\max _{t \in[0, k]} \Delta_{i}(t)$ and

$$
a_{k}=\max \left\{\Delta_{k}^{i}: i=1,2, \ldots, m\right\} .
$$

It follows from ( C 2 ) that the function

$$
\phi_{[0, k]}(y):=\sup \left\{\Omega\left(t, a_{k} y, \ldots, a_{k} y, y, \ldots, y\right): t \in[0, k]\right\}
$$

is continuous and non-decreasing, $\phi_{[0, k]}(y)<y$ for every $y>0$, and $\frac{\phi_{[0, k]}(y)}{y}$ is nondecreasing.
Next, we shall show that $A$ is $\mathcal{D}$-Lipschitzian. Indeed, for each $[0, n] \in I$ and for every $x, y \in C\left(\mathbb{R}_{+}, \mathbb{R}\right)$, using (C2), we have

$$
\begin{aligned}
& p_{[0, k]}(A x-A y) \\
& \quad=\sup _{t \in[0, k]}|(A x)(t)-(A y)(t)|
\end{aligned}
$$

$$
\begin{align*}
= & \sup _{t \in[0, k]} \mid F\left(t, \int_{0}^{\Delta_{1}(t)} x(s) d s, \ldots, \int_{0}^{\Delta_{m}(t)} x(s) d s, x\left(\tau_{1}(t)\right), \ldots, x\left(\tau_{n}(t)\right)\right) \\
& -F\left(t, \int_{0}^{\Delta_{1}(t)} y(s) d s, \ldots, \int_{0}^{\Delta_{m}(t)} y(s) d s, y\left(\tau_{1}(t)\right), \ldots, y\left(\tau_{n}(t)\right)\right) \mid \\
\leq & \sup _{t \in[0, k]} \Omega\left(t,\left|\int_{0}^{\Delta_{1}(t)}(x(s)-y(s)) d s\right|, \ldots,\left|\int_{0}^{\Delta_{m}(t)}(x(s)-y(s)) d s\right|,\right. \\
& \left.\left|x\left(\tau_{1}(t)\right)-y\left(\tau_{1}(t)\right)\right|, \ldots,\left|x\left(\tau_{n}(t)\right)-y\left(\tau_{n}(t)\right)\right|\right) \\
\leq & \sup _{t \in[0, k]} \Omega\left(t, \int_{0}^{\Delta_{1}(t)}|x(s)-y(s)| d s, \ldots, \int_{0}^{\Delta_{m}(t)}|x(s)-y(s)| d s,\right. \\
& \left.\left|x\left(\tau_{1}(t)\right)-y\left(\tau_{1}(t)\right)\right|, \ldots,\left|x\left(\tau_{n}(t)\right)-y\left(\tau_{n}(t)\right)\right|\right) . \tag{6}
\end{align*}
$$

For each $t \in[0, k]$, in view to (5), we have

$$
\begin{align*}
& \Omega\left(t, \int_{0}^{\Delta_{1}(t)}|x(s)-y(s)| d s, \ldots, \int_{0}^{\Delta_{m}(t)}|x(s)-y(s)| d s,\right. \\
& \left.\left|x\left(\tau_{1}(t)\right)-y\left(\tau_{1}(t)\right)\right|, \ldots,\left|x\left(\tau_{n}(t)\right)-y\left(\tau_{n}(t)\right)\right|\right) \\
& \leq \Omega\left(t,\left|\Delta_{1}(t)\right| \max _{s \in\left[0, \max _{t \in[0, k]} \Delta_{1}(t)\right]}|x(s)-y(s)|, \ldots,\right. \\
& \left|\Delta_{m}(t)\right| \max _{s \in\left[0, \max _{t \in[0, k]} \Delta_{m}(t)\right]}|x(s)-y(s)|, \\
& \left.\max _{s \in\left[0, \max _{t \in[0, k]} \tau_{1}(t)\right]}|x(s)-y(s)|, \ldots, \max _{s \in\left[0, \max _{t \in[0, k]} \tau_{n}(t)\right]}|x(s)-y(s)|\right) \\
& \leq \Omega\left(t,\left|\Delta_{1}(t)\right| \max _{s \in j([0, k])}|x(s)-y(s)|, \ldots,\left|\Delta_{m}(t)\right| \max _{s \in j([0, k])}|x(s)-y(s)|,\right. \\
& \left.\max _{s \in j([0, k])}|x(s)-y(s)|, \ldots, \max _{s \in j[[0, k])}|x(s)-y(s)|\right) \\
& \leq \Omega\left(t, \Delta_{k}^{1} p_{j[[0, k])}(x-y), \ldots, \Delta_{k}^{m} p_{j([0, k])}(x-y),\right. \\
& \left.p_{j([0, k])}(x-y), \ldots, p_{j[(0, k])}(x-y)\right) \\
& \leq \Omega\left(t, a_{k} p_{j[(0, k])}(x-y), \ldots, a_{k} p_{j([0, k])}(x-y),\right. \\
& \left.p_{j[[0, k])}(x-y), \ldots, p_{j[[0, k])}(x-y)\right) . \tag{7}
\end{align*}
$$

From (6) and (7), we obtain

$$
\begin{aligned}
& p_{[0, k]}(A x-A y) \\
& \quad \leq \sup _{t \in[0, k]} \Omega\left(t, a_{k} p_{j[[0, k])}(x-y), \ldots, a_{k} p_{j[[0, k])}(x-y),\right. \\
& \left.\quad p_{j[[0, k])}(x-y), \ldots, p_{j[[0, k])}(x-y)\right) \\
& = \\
& \phi_{[0, k]}\left(p_{j[[0, k])}(x-y)\right) .
\end{aligned}
$$

This proves that $A$ is $\mathcal{D}$-Lipschitzian.

Moreover, by assumption (C1) and the definition of $j$ we have

$$
j^{k}([0, n]) \subset[0, n]
$$

for all $n$ and $k$. It follows that the conditions (A3) and (A4) of Theorem 3.2 are satisfied. By the above reasoning, we have

$$
\phi_{j^{k}([0, n])}(y) \leq \phi_{[0, n]}(y):=\bar{\phi}_{[0, n]}(y) \in \Phi .
$$

Next, we shall deal with some estimations on

$$
M_{[0, n]}:=\sup \left\{p_{[0, n]}(B(x)): x \in S\right\} .
$$

We have

$$
\begin{align*}
p_{[0, n]}(B(x)) & =\sup _{t \in[0, n]}\left|q(t)+\int_{0}^{t} f(s, x(s)) d s\right| \\
& \leq \sup _{t \in[0, n]}|q(t)|+\sup _{t \in[0, n]} \int_{0}^{t}|f(s, x(s))| d s \\
& \leq\|q\|_{\infty}+\int_{0}^{+\infty}|f(s, x(s))| d s \\
& <\|q\|_{\infty}+\left(1-\|q\|_{\infty}\right)=1 \tag{8}
\end{align*}
$$

for every $n=1,2, \ldots$ and $x \in S$. Hence $M_{[0, n]} \leq 1$, so that $M_{[0, n]} \phi_{[0, n]}(t)<t$ for every $t>0$ and the condition (A5) of Theorem 3.2 holds.

Now, we shall check the condition (A2). Firstly, we show that $B$ is completely continuous. Suppose $\left(x_{k}\right) \subset S$ and $x_{k} \rightarrow x$. Since $S$ is closed, we have $x \in S$. By the definition of seminorms $p_{[0, n]}$, we can deduce that $\left(x_{k}\right)$ uniformly convergent to $x$ on $[0, n]$ for each $n=1,2, \ldots$ It follows that $\left|f\left(s, x_{k}(s)\right)-f(s, x(s))\right| \rightarrow 0$ as $k \rightarrow+\infty$ for every $s \in[0,+\infty)$. Moreover, by the condition (C3), we infer the $g(s):=f(s, x(s))$ is a bounded function on [ $0, n$ ] for each $n=1,2, \ldots$.
For each $k=1,2, \ldots$, set $g_{k}(s)=f\left(s, x_{k}(s)\right)$, for every $s \in[0, n]$. We show that $\left(g_{k}\right)$ be a bounded sequence on $[0, n]$. Suppose to the contrary, for each $k=1,2, \ldots$ there exists $s_{k} \in$ $[0, n]$ such that

$$
\begin{equation*}
\left|g_{k}\left(s_{k}\right)\right|=\left|f\left(s_{k}, x_{k}\left(s_{k}\right)\right)\right|>k \tag{9}
\end{equation*}
$$

Since $[0, n]$ is compact, there exists a subsequence $\left(s_{k_{j}}\right)$ of $\left(s_{k}\right)$ which converges to $s_{0} \in$ [ $0, n$ ]. Since $\left\{x_{k}\right\}$ is uniformly convergent to $x$ on $[0, n]$, we have $x_{k_{j}}\left(s_{k_{j}}\right) \rightarrow x\left(s_{0}\right)$ as $k_{j} \rightarrow \infty$. Therefore, let $k_{j} \rightarrow \infty$ in (9) and using continuity of $f$ we infer $\left|f\left(s_{0}, x\left(s_{0}\right)\right)\right|=\infty$. Hence, $f$ is unbounded on $[0, n]$. This is a contradiction.

Applying the Lebesgue dominated convergence theorem, we have

$$
\int_{0}^{n}\left|f\left(s, x_{k}(s)\right)-f(s, x(s))\right| d s \rightarrow 0
$$

as $k \rightarrow \infty$. From

$$
\begin{aligned}
p_{[0, n]}\left(B\left(x_{k}\right)-B(x)\right) & =\max _{t \in[0, n]}\left|\int_{0}^{t} f\left(s, x_{k}(s)\right) d s-\int_{0}^{t} f(s, x(s)) d s\right| \\
& \leq \max _{t \in[0, n]} \int_{0}^{t}\left|f\left(s, x_{k}(s)\right)-f(s, x(s))\right| d s \\
& \leq \int_{0}^{n}\left|f\left(s, x_{k}(s)\right)-f(s, x(s))\right| d s
\end{aligned}
$$

we conclude that

$$
p_{[0, n]}\left(B\left(x_{k}\right)-B(x)\right) \rightarrow 0
$$

as $k \rightarrow \infty$, for $n=1,2, \ldots$. This proves that $B$ is continuous.
Now, we show that $B(S)$ is totally bounded. It follows from (8) that $B(S) \subset S$. For any $\varepsilon>0$ and $B x \in B(S)$, since $\int_{0}^{+\infty}|f(s, x(s))| d s<1-\|q\|_{\infty}$ and $f(s, x(s))$ is continuous, it follows that $|f(s, x(s))| \leq M<+\infty$ for all $s \geq 0$, for some $M$. By the uniform continuity of $q$, we can seek the $\delta(\varepsilon)$ such that

$$
|q(t)-q(\tau)|<\frac{\varepsilon}{2}
$$

for all $|t-\tau|<\delta(\epsilon)$. Now, if we choose $\delta=\min \left\{\frac{\varepsilon}{2 M}, \delta(\varepsilon)\right\}$ then

$$
\begin{aligned}
|B x(t)-B x(\tau)| & =\left|q(t)-q(\tau)+\int_{0}^{t} f(s, x(s)) d s-\int_{0}^{\tau} f(s, x(s)) d s\right| \\
& \leq|q(t)-q(\tau)|+\int_{t}^{\tau}|f(s, x(s))| d s \\
& \leq \frac{\varepsilon}{2}+M|t-\tau|<\varepsilon
\end{aligned}
$$

for every $t, \tau \in[0,+\infty)$ and $|t-\tau|<\delta$. Hence $B(S)$ is a equicontinuous family. By ArzelaAscoli's theorem, we deduce that $B(S)$ is a precompact set of $C\left(\mathbb{R}_{+}, \mathbb{R}\right)$. Therefore, $B$ is completely continuous. It follows from condition (C2) and condition (C3) that the remain of condition (A2) of Theorem 3.2 is satisfied.
Finally, applying Theorem 3.2, we can conclude that (4) has a solution.

The following example is an illustration of Theorem 4.2.

Example 4.3 Consider the following nonlinear functional integral equation:

$$
\begin{equation*}
x(t)=\frac{1}{2+|x(\tau(t))|}\left(t e^{-t^{2}}+\int_{0}^{t} s e^{-s^{2}\left(1+x^{2}(s)\right)} d s\right) \tag{10}
\end{equation*}
$$

where $\tau(t)$ is a continuous function on $[0,+\infty)$ and $\tau(t) \leq t$ for all $t \in[0,+\infty)$.
We will show that the equation has a solution on $C\left(\mathbb{R}^{+}, \mathbb{R}\right)$.
Set $q(t):=t e^{-t^{2}}$ and $f(s, x(s)):=s e^{-s^{2}\left(1+x^{2}(s)\right)}$. Since $q$ is continuous on $[0,+\infty)$ and $\lim _{t \rightarrow+\infty} q(t)=0$, it is easy to show that $q$ is uniform continuous. We also have

$$
\|q\|_{\infty}=\frac{1}{\sqrt{2 e}}<1
$$

and

$$
\int_{0}^{+\infty} s e^{-s^{2}\left(1+x^{2}(s)\right)} d s \leq \int_{0}^{+\infty} s e^{-s^{2}} d s=\frac{1}{2}<1-\frac{1}{\sqrt{2 e}}=1-\|q\|_{\infty}
$$

for every $x \in C\left(\mathbb{R}_{+}, \mathbb{R}\right)$.
Consider the function $F: \mathbb{R}_{+} \times \mathbb{R}^{2} \rightarrow[0,1]$ defined by

$$
F(t, u, v)=\frac{1}{2+|v|},
$$

for all $(t, u, v) \in \mathbb{R}_{+} \times \mathbb{R}^{2}$. It is easy to check that $F$ satisfies the condition (C2) with $\Omega(t, x, y)=\frac{y}{2}$. Hence, the Assumption 4.1 holds for the above $q, f$, and $F$.
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