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#### Abstract

We prove two strong convergence results of the Ishikawa iteration for a multivalued quasi-nonexpansive mapping in a complete geodesic space with curvature bounded above. Our results improve significantly the recent results of Panyanak (Fixed Point Theory Appl. 2014:1, 2014) in the sense that many restrictions in his results are weakened. In particular, we can conclude that the convergence result of the Mann iteration which cannot be deduced from Panyanak's results.
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## 1 Introduction

For a metric space $X$, a point $p \in X$ is said to be a fixed point of a multivalued mapping $T: X \rightarrow 2^{X}$ if $p \in T p$. The set of all fixed points of $T$ is denoted by $\mathrm{F}(T)$. The purpose of this paper is to discuss an iterative scheme to approximate a fixed point of a multivalued mapping.

For a geodesic space $X$, there have been many algorithms for approximating fixed points of the multivalued mapping $T$. We are interested in an iterative sequence $\left\{x_{n}\right\}$ generated by the Ishikawa algorithm [2], that is,

$$
\left\{\begin{array}{l}
x_{1} \in X \text { is arbitrarily chosen; }  \tag{1.1}\\
y_{n}=\beta_{n} v_{n} \oplus\left(1-\beta_{n}\right) x_{n} \text { where } v_{n} \in T x_{n} \\
x_{n+1}=\alpha_{n} u_{n} \oplus\left(1-\alpha_{n}\right) x_{n} \text { where } u_{n} \in T y_{n}
\end{array}\right.
$$

for all $n \in \mathbb{N}$. If $\beta_{n} \equiv 0$, then such a sequence $\left\{x_{n}\right\}$ is said to be generated by the Mann algorithm [3].

In 2009, Shahzad and Zegeye [4] proved the following result.

Theorem 1.1 ([4], Theorems 2.3 and 2.5) Let $K$ be a closed convex subset of a uniformly convex Banach space, $T: K \rightarrow \mathrm{CB}(K)$ be a quasi-nonexpansive multivalued mapping with the endpoint condition, and let $\left\{x_{n}\right\}$ be defined by (1.1). Assume that one of the following holds:
(A') $T$ satisfies condition (I) with respect to $K$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\} \subset[a, b] \subset(0,1)$;
(A*) $T$ is hemicompact and continuous, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\} \subset[0,1), \lim _{n \rightarrow \infty} \beta_{n}=0$, and $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}=\infty$.

Then $\left\{x_{n}\right\}$ converges to a fixed point of $T$.

Recall that the mapping $T$ satisfies the endpoint condition if $\mathrm{F}(T) \neq \varnothing$ and $T p=\{p\}$ for all $p \in \mathrm{~F}(T)$.

Recently, Panyanak [1] presented the analog result of Shahzad and Zegeye in the framework of a CAT(1) space whose diameter is less than $\pi / 2$ and whose metric is convex. (See the relevant definitions in Section 2.) We quote all his main results as follows.

Theorem 1.2 ([1], Theorems 3.2 and 3.3) Let $X$ be a complete CAT(1) space, $T: X \rightarrow$ $\mathrm{CB}(X)$ be a quasi-nonexpansive mapping with the endpoint condition, and let $\left\{x_{n}\right\}$ be the Ishikawa algorithm. Assume that one of the following holds:
(A') $T$ satisfies condition (I) with respect to $X$, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\} \subset[a, b] \subset(0,1)$;
(A*) $T$ is hemicompact and continuous, and $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\} \subset[0,1), \lim _{n \rightarrow \infty} \beta_{n}=0$, and $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}=\infty$.

If the metric is convex and $\operatorname{diam}(X)<\pi / 2$, then $\left\{x_{n}\right\}$ converges to a fixed point of $T$.

In this paper, we improve both Theorems 3.2 and 3.3 of Panyanak (see Theorem 1.2 above) in the following aspects. (1) We do not assume that the metric is convex. (2) The restrictions on the mapping $T$ and the parameters $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ are relaxed. (3) The condition $\operatorname{diam}(X)<\pi / 2$ is replaced by a more general one and this condition is sharp. Note that the Mann algorithm is nothing but the Ishikawa algorithm (1.1) with $\beta_{n} \equiv 0$. We also show that our result can conclude the convergence for the Mann algorithm while this is not the case in Theorem 1.2.

## 2 Preliminaries

For a real number $\kappa$, we denote by $M_{\kappa}$ the following: (i) $M_{\kappa}$ is the spherical space $(1 / \sqrt{\kappa}) \mathbb{S}^{2}$ if $\kappa>0$; (ii) $M_{\kappa}$ is the Euclidean space $\mathbb{R}^{2}$ if $\kappa=0$; (iii) $M_{\kappa}$ is the hyperbolic space $(1 / \sqrt{-\kappa}) \mathbb{H}^{2}$ if $\kappa<0$. In particular, $D_{\kappa}:=\operatorname{diam}\left(M_{\kappa}\right)=\infty$ if $\kappa \leq 0$ and $D_{\kappa}=\pi / \sqrt{\kappa}$ if $\kappa>0$.
A metric space $X$ is a geodesic space if for every $u, v \in X$, there exists a geodesic part from $u$ to $v$, that is, $g:[0, l] \rightarrow X$ is an isometry such that $g(0)=u$ and $g(l)=v$. A geodesic triangle $\triangle(u, v, w)$ consists of three points $u, v, w \in X$ and all the images of each geodesic part joining two of them. We say that a geodesic triangle $\Delta(u, v, w)$, where $u, v, w \in X$ and $d(u, v)+d(v, w)+d(w, u)<2 D_{\kappa}$, satisfies the CAT $(\kappa)$ inequality if there exist three corresponding points $\bar{u}, \bar{v}, \bar{w} \in M_{\kappa}$ such that

- $d(u, v)=d_{M_{\kappa}}(\bar{u}, \bar{v}), d(v, w)=d_{M_{\kappa}}(\bar{v}, \bar{w})$, and $d(u, w)=d_{M_{\kappa}}(\bar{u}, \bar{w})$;
- $d(p, q) \leq d_{M_{\kappa}}(\bar{p}, \bar{q})$ for all $p, q \in \Delta(u, v, w)$ and $\bar{p}, \bar{q} \in \Delta(\bar{u}, \bar{v}, \bar{w})$.

A geodesic space $X$ is a $\operatorname{CAT}(\kappa)$ space if every geodesic triangle in $X$ with perimeter less than $2 D_{\kappa}$ satisfies the $\operatorname{CAT}(\kappa)$ inequality. If $X$ is a $\operatorname{CAT}(\kappa)$ space, then it is $D_{\kappa}$-uniquely geodesic, that is, there exists a unique geodesic part from $u$ to $v$ for all $u, v \in X$ with $d(u, v)<$ $D_{\kappa}$. In this case, for $\alpha \in[0,1]$ and $u, v \in X$ with $d(u, v)<D_{\kappa}$, we denote by $w=\alpha u \oplus(1-\alpha) v$ the point on the image of the geodesic part from $u$ to $v$ such that $d(u, w)=(1-\alpha) d(u, v)$ and $d(v, w)=\alpha d(u, v)$. Moreover, if $\operatorname{CAT}(\kappa)$ space with $\operatorname{diam}(X)<D_{\kappa} / 2$, then the metric $d$
is convex (see [5]), that is,

$$
d(p, \alpha u \oplus(1-\alpha) v) \leq \alpha d(p, u)+(1-\alpha) d(p, v)
$$

for all $u, v, p \in X$ and $\alpha \in[0,1]$. But the converse is not true in general. In the recent work of Panyanak [1], it was assumed that $X$ is a $\operatorname{CAT}(1)$ space whose metric is convex and $\operatorname{diam}(X)<\pi / 2$. The convexity of its metric is actually a consequence of the condition $\operatorname{diam}(X)<\pi / 2$.

The following lemma, proved by Kimura and Satô [6], gives a very important property of CAT(1) spaces.

Lemma 2.1 Let $\alpha \in[0,1]$ and $\triangle(u, v, w)$ be a geodesic triangle in a CAT(1) space such that $d(u, v)+d(v, w)+d(w, u)<2 \pi$. Then

$$
\begin{aligned}
& \cos d(\alpha u \oplus(1-\alpha) v, w) \sin d(u, v) \\
& \quad \geq \cos d(u, w) \sin (\alpha d(u, v))+\cos d(v, w) \sin ((1-\alpha) d(u, v)) .
\end{aligned}
$$

In particular, $\cos d(\alpha u \oplus(1-\alpha) v, w) \geq \alpha \cos d(u, w)+(1-\alpha) \cos d(v, w)$.

For a metric space $X$, we denote by $\mathrm{CB}(X)$ the family of all nonempty closed bounded subsets of $X$. For $u \in X$ and $\varnothing \neq A \subset X$, we write $d(u, A):=\inf \{d(u, a): a \in A\}$. We denote by $H$ the Hausdorff distance on $\mathrm{CB}(X)$; that is, for each $A, B \in \mathrm{CB}(X)$,

$$
H(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(b, A)\right\}
$$

Recall that a multivalued mapping $T: C \rightarrow 2^{X}$, where $\varnothing \neq C \subset X$, is said to:

- be quasi-nonexpansive if $\mathrm{F}(T) \neq \varnothing$ and $H(T u,\{p\}) \leq d(u, p)$ for all $u \in C$ and $p \in \mathrm{~F}(T)$;
- be closed at zero if each strongly convergent sequence $\left\{u_{n}\right\}$ in $C$ satisfying $d\left(u_{n}, T u_{n}\right) \rightarrow 0$ has its limit in $\mathrm{F}(T)$;
- be hemicompact if each bounded sequence $\left\{u_{n}\right\}$ in $C$ satisfying $d\left(u_{n}, T u_{n}\right) \rightarrow 0$ has a strongly convergent subsequence;
- satisfy condition (I) with respect to $C$ [7] if $\mathrm{F}(T) \neq \varnothing$ and there exists a nondecreasing function $f:[0, \infty) \rightarrow[0, \infty)$ such that $f$ vanishes only at zero and $f(d(u, \mathrm{~F}(T))) \leq d(u, T u)$ for all $u \in C$.

Remark 2.2 (1) $\mathrm{F}(T)$ is a closed set if $T$ is quasi-nonexpansive. (2) Every continuous mapping is closed at zero.

The following lemma is taken from the result of Senter and Dotson [7]. However, it is established for a multivalued mapping in a metric space, while the original result is for a single-valued mapping in a Banach space.

Lemma 2.3 Let $K$ be a bounded closed subset of a metric space $X$, and let $T: K \rightarrow 2^{X} \backslash\{\varnothing\}$ be a multivalued mapping with a fixed point. If $T$ is hemicompact and closed at zero, then it satisfies condition (I) with respect to $K$.

Proof Letting $a:=\sup \{d(u, \mathrm{~F}(T)): u \in K\}$. The result is obvious if $a=0$. Suppose that $a>0$. Putting $K_{\alpha}:=\{u \in X: d(u, \mathrm{~F}(T)) \geq \alpha\}$ for all $\alpha \in(0, a)$. Notice that $K_{\alpha}$ is nonempty, bounded, and closed. Next, we define $f:[0, \infty) \rightarrow[0, \infty)$ by

$$
f(\alpha)= \begin{cases}0 & \text { if } \alpha=0 \\ \inf _{u \in K_{\alpha}} d(u, T u) & \text { if } \alpha \in(0, a) \\ \sup _{\beta \in(0, a)} \inf _{u \in K_{\beta}} d(u, T u) & \text { if } \alpha \geq a\end{cases}
$$

It is easy to see that $f$ is a nondecreasing function and $f(d(u, \mathrm{~F}(T))) \leq d(u, T u)$ for all $u \in C$. Finally, we prove that $f(\alpha)>0$ for all $\alpha \in(0, a)$. Assume that $f(\gamma)=0$ for some $\gamma \in(0, a)$. Thus there exists a bounded sequence $\left\{v_{n}\right\}$ in $K_{\gamma}$ such that $d\left(v_{n}, T v_{n}\right) \rightarrow 0$. Since $T$ is hemicompact and closed at zero, there exists a subsequence $\left\{v_{n_{k}}\right\}$ of $\left\{v_{n}\right\}$ such that $v_{n_{k}} \rightarrow$ $v \in \mathrm{~F}(T)$. By the closedness of $K_{t}$ and $v_{n_{k}} \rightarrow v$, we get $v \in K_{\gamma}$. Hence $0=d(u, \mathrm{~F}(T)) \geq \gamma$ is a contradiction and the proof is finished.

## 3 Main results

We first introduce the concept of Fejér monotonicity in a metric space. Let $F$ be a nonempty subset of a metric space $X$ and let $\gamma>0$. A sequence $\left\{u_{n}\right\}$ in $X$ is called $(\gamma, F)$ Fejér monotone if whenever $d\left(u_{k}, p\right)<\gamma$ for some $k \in \mathbb{N}$ and $p \in F$ it follows that

$$
d\left(u_{n+1}, p\right) \leq d\left(u_{n}, p\right) \quad \text { for all } n \geq k
$$

Obviously, every subsequence of a $(\gamma, F)$-Fejér monotone sequence is also $(\gamma, F)$-Fejér monotone.

Lemma 3.1 Let $F$ be a nonempty closed subset of a complete metric space $X$ and let $\gamma>0$. Suppose that $\left\{u_{n}\right\} \subset X$ is $(\gamma, F)$-Fejér monotone. Then $\left\{u_{n}\right\}$ converges to an element of $F$ if and only if $\liminf _{n \rightarrow \infty} d\left(u_{n}, F\right)=0$.

Proof The necessity is obvious. We now prove the sufficiency. Assume that

$$
\liminf _{n \rightarrow \infty} d\left(u_{n}, F\right)=0
$$

Let $0<\varepsilon<\gamma$. Then there exist a subsequence $\left\{v_{n}\right\}$ of $\left\{u_{n}\right\}$ and a sequence $\left\{p_{n}\right\}$ in $F$ such that $d\left(v_{n}, p_{n}\right)<\varepsilon / 2^{n+1}<\gamma$ for all $n \in \mathbb{N}$. Since $\left\{v_{n}\right\}$ is $(\gamma, F)$-Fejér monotone, $d\left(v_{n+l}, p_{n}\right) \leq$ $d\left(v_{n}, p_{n}\right)$ for all $n, l \in \mathbb{N}$. Consequently,

$$
d\left(v_{n+l}, v_{n}\right) \leq d\left(v_{n+l}, p_{n}\right)+d\left(v_{n}, p_{n}\right) \leq 2 d\left(v_{n}, p_{n}\right)<\varepsilon / 2^{n}
$$

for all $n, l \in \mathbb{N}$. Hence, $\left\{v_{n}\right\}$ is a Cauchy sequence in $X$. By the completeness of $X$, we get $v_{n} \rightarrow p$ for some element $p \in X$. Since $d\left(v_{n}, p_{n}\right) \rightarrow 0$ and $F$ is closed, we have $p_{n} \rightarrow p \in F$. We finally show that the whole sequence $\left\{u_{n}\right\}$ converges to $p$. Since $v_{n} \rightarrow p$ and $\left\{v_{n}\right\}$ is the subsequence of $\left\{u_{n}\right\}$, there exists $k \in \mathbb{N}$ such that $d\left(u_{k}, p\right)<\gamma$. Since $\left\{u_{n}\right\}$ is $(\gamma, F)$-Fejér monotone, we get $d\left(u_{n+1}, p\right) \leq d\left(u_{n}, p\right)$ for all $n \geq k$, and hence $\lim _{n \rightarrow \infty} d\left(u_{n}, p\right)$ exists. In particular, $\lim _{n \rightarrow \infty} d\left(u_{n}, p\right) \leq \lim _{n \rightarrow \infty} d\left(v_{n}, p\right)$. This implies that $\lim _{n \rightarrow \infty} d\left(u_{n}, p\right)=0$.

Lemma 3.2 Let $K$ be a subset of a metric space $X$ and let $\left\{u_{n}\right\}$ be a bounded sequence in $K$. Let $T: K \rightarrow 2^{X} \backslash\{\varnothing\}$ be a multivalued mapping with a fixed point. If $T$ satisfies condition (I) with respect to $\left\{u_{n}\right\}$ and $\lim _{n \rightarrow \infty} d\left(u_{n}, T u_{n}\right)=0$, then $\lim _{n \rightarrow \infty} d\left(u_{n}, \mathrm{~F}(T)\right)=0$.

Proof Let $f$ be the nondecreasing function in the condition (I) of $T$ with respect to $\left\{u_{n}\right\}$. Then $f\left(d\left(u_{n}, \mathrm{~F}(T)\right)\right) \leq d\left(u_{n}, T u_{n}\right)$ for all $n \in \mathbb{N}$. This implies that

$$
\limsup _{n \rightarrow \infty} f\left(d\left(u_{n}, \mathrm{~F}(T)\right)\right) \leq \lim _{n \rightarrow \infty} d\left(u_{n}, T u_{n}\right)=0
$$

Since $f$ vanishes only at zero, the conclusion follows.
Lemma 3.3 Let $\left\{u_{n}\right\}$, $\left\{v_{n}\right\}$ be two sequences in a $\operatorname{CAT}(1)$ space $X$ and $p \in X$. Suppose that $\left\{\alpha_{n}\right\}$ is a real sequence in $[0,1], \lambda \in[0, \pi / 2)$, and $d\left(u_{n}, v_{n}\right)<\pi$ for all $n \in \mathbb{N}$. Suppose that the following conditions hold:
(i) $\lim _{n \rightarrow \infty} d\left(\alpha_{n} u_{n} \oplus\left(1-\alpha_{n}\right) v_{n}, p\right)=\lambda$.
(ii) $\lim \sup _{n \rightarrow \infty} d\left(u_{n}, p\right) \leq \lambda$;
(iii) $\lim \sup _{n \rightarrow \infty} d\left(v_{n}, p\right) \leq \lambda$.

If $\liminf f_{n \rightarrow \infty} \alpha_{n}\left(1-\alpha_{n}\right)>0$, then $\lim _{n \rightarrow \infty} d\left(u_{n}, v_{n}\right)=0$.
Proof Let $\left\{n_{k}\right\}$ be an increasing sequence of positive integers such that the following limits exist: $\lim _{k \rightarrow \infty} d\left(u_{n_{k}}, v_{n_{k}}\right)=a, \lim _{k \rightarrow \infty} d\left(u_{n_{k}}, p\right)=b, \lim _{k \rightarrow \infty} d\left(v_{n_{k}}, p\right)=c$, and $\lim _{k \rightarrow \infty} \alpha_{n_{k}}=$ $\alpha \in(0,1)$. We show that $a=0$. Note that $b \leq \lambda<\pi / 2$ and $c \leq \lambda<\pi / 2$. We may assume that $d\left(u_{n_{k}}, p\right)<\pi / 2$ and $d\left(v_{n_{k}}, p\right)<\pi / 2$ for all $k \in \mathbb{N}$. In particular, $d\left(u_{n_{k}}, p\right)+d\left(p, v_{n_{k}}\right)+$ $d\left(v_{n_{k}}, u_{n_{k}}\right)<2 \pi$ for all $k \in \mathbb{N}$. Using Lemma 2.1 gives

$$
\begin{aligned}
& \cos d\left(\alpha_{n_{k}} u_{n_{k}} \oplus\left(1-\alpha_{n_{k}}\right) v_{n_{k}}, p\right) \sin d\left(u_{n_{k}}, v_{n_{k}}\right) \\
& \quad \geq \cos d\left(u_{n_{k}}, p\right) \sin \left(\alpha_{n_{k}} d\left(u_{n_{k}}, v_{n_{k}}\right)\right)+\cos d\left(v_{n_{k}}, p\right) \sin \left(\left(1-\alpha_{n_{k}}\right) d\left(u_{n_{k}}, v_{n_{k}}\right)\right)
\end{aligned}
$$

Consequently,

$$
\cos \lambda \sin a \geq \cos b \sin (\alpha a)+\cos c \sin ((1-\alpha) a) \geq \cos \lambda(\sin (\alpha a)+\sin ((1-\alpha) a))
$$

It follows that $\sin a \geq \sin (\alpha a)+\sin ((1-\alpha) a)$ and hence $a=0$.
By the double extract subsequence principle, we have $\lim _{n \rightarrow \infty} d\left(u_{n}, v_{n}\right)=0$.
Lemma 3.4 Let $u, v, q$ be three elements of a CAT(1) space $X$ such that

$$
d(u, q)<\pi / 2 \quad \text { and } \quad d(v, q)<\pi / 2 .
$$

If $w=\alpha \nu \oplus(1-\alpha) u$ for some $\alpha \in[0,1]$, then $d(w, q) \leq \max \{d(u, q), d(v, q)\}$.
Proof Note that the element $w$ is well defined. By Lemma 2.1, we have

$$
\cos d(w, q)=\cos d(\alpha v \oplus(1-\alpha) u, q) \geq \alpha \cos d(v, q)+(1-\alpha) \cos d(u, q)
$$

Since $\alpha \cos d(v, q)+(1-\alpha) \cos d(u, q) \geq \min \{\cos d(v, q), \cos d(u, q)\}$, we get

$$
\cos d(w, q) \geq \min \{\cos d(v, q), \cos d(u, q)\}
$$

This implies that

$$
\begin{aligned}
& d(w, q) \\
& \leq \min \{d(w, u)+d(u, q), d(w, v)+d(v, q)\} \\
& \quad=\min \{\alpha d(v, u)+d(u, q),(1-\alpha) d(v, u)+d(v, q)\} \\
& \leq \min \{\alpha, 1-\alpha\} d(v, u)+\frac{\pi}{2} \\
& \quad \leq \frac{1}{2} d(v, u)+\frac{\pi}{2}<\pi
\end{aligned}
$$

Using elementary trigonometry gives $d(w, q) \leq \max \{d(u, q), d(v, q)\}$.

Lemma 3.5 Let $X$ be a $\mathrm{CAT}(1)$ space, $T: X \rightarrow \mathrm{CB}(X)$ be a quasi-nonexpansive mapping with the endpoint condition, and let $\left\{x_{n}\right\}$ be defined by (1.1) and be such that $d\left(x_{1}, p\right)<\pi / 2$ for some $p \in \mathrm{~F}(T)$. Then

$$
d\left(x_{n+1}, p\right) \leq d\left(x_{n}, p\right) \quad \text { and } \quad d\left(y_{n}, p\right) \leq d\left(x_{n}, p\right) \quad \text { for all } n \in \mathbb{N} .
$$

In particular, $\left\{x_{n}\right\}$ is $(\pi / 2, \mathrm{~F}(T))$-Fejér monotone.

Proof Let $p \in \mathrm{~F}(T)$ be such that $d\left(x_{1}, p\right)<\pi / 2$. Since $z_{1} \in T x_{1}$ and $T$ is quasi-nonexpansive, we get $d\left(z_{1}, p\right) \leq H\left(T x_{1},\{p\}\right) \leq d\left(x_{1}, p\right)<\pi / 2$. By Lemma 3.4, we see that $y_{1}$ is well defined and $d\left(y_{1}, p\right) \leq d\left(x_{1}, p\right)$. Thus $d\left(z_{1}^{\prime}, p\right) \leq H\left(T y_{1},\{p\}\right) \leq d\left(y_{1}, p\right)<\pi / 2$. Again, by Lemma 3.4, we see that $x_{2}$ is well defined and $d\left(x_{2}, p\right) \leq d\left(x_{1}, p\right)$. Hence, the result follows from mathematical induction.

Lemma 3.6 Let $X, T$, and $\left\{x_{n}\right\}$ be the same as Lemma 3.5.
(i) If $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}\left(1-\beta_{n}\right)=\infty$, then $\liminf _{n \rightarrow \infty} d\left(x_{n}, v_{n}\right)=0$.
(ii) If $\sum_{n=1}^{\infty} \alpha_{n}\left(1-\alpha_{n}\right)=\infty$, then $\liminf _{n \rightarrow \infty} d\left(x_{n}, u_{n}\right)=0$.

Proof We first show the assertion (i). Suppose that $\liminf _{n \rightarrow \infty} d\left(x_{n}, v_{n}\right)>0$. So, we may assume that

$$
0<\delta \leq d\left(x_{n}, v_{n}\right)<\pi \quad \text { for all } n \in \mathbb{N} .
$$

By Lemma 2.1, we get

$$
\begin{aligned}
\cos d\left(x_{n+1}, p\right) & =\cos d\left(\alpha_{n} u_{n} \oplus\left(1-\alpha_{n}\right) x_{n}, p\right) \\
& \geq \alpha_{n} \cos d\left(u_{n}, p\right)+\left(1-\alpha_{n}\right) \cos d\left(x_{n}, p\right)
\end{aligned}
$$

Since $u_{n} \in T y_{n}$ and $T$ is quasi-nonexpansive, $d\left(u_{n}, p\right) \leq H\left(T y_{n},\{p\}\right) \leq d\left(y_{n}, p\right)$. This implies that

$$
\cos d\left(x_{n+1}, p\right) \geq \alpha_{n} \cos d\left(y_{n}, p\right)+\left(1-\alpha_{n}\right) \cos d\left(x_{n}, p\right) .
$$

It follows from Lemma 2.1 that

$$
\begin{aligned}
& \cos d\left(y_{n}, p\right) \sin d\left(x_{n}, v_{n}\right) \\
& \quad \geq \cos d\left(v_{n}, p\right) \sin \left(\beta_{n} d\left(x_{n}, v_{n}\right)\right)+\cos d\left(x_{n}, p\right) \sin \left(\left(1-\beta_{n}\right) d\left(x_{n}, v_{n}\right)\right)
\end{aligned}
$$

In particular,

$$
\begin{aligned}
& \cos d\left(x_{n+1}, p\right) \sin d\left(x_{n}, v_{n}\right) \\
& \quad \geq \alpha_{n} \cos d\left(v_{n}, p\right) \sin \left(\beta_{n} d\left(x_{n}, v_{n}\right)\right)+\alpha_{n} \cos d\left(x_{n}, p\right) \sin \left(\left(1-\beta_{n}\right) d\left(x_{n}, v_{n}\right)\right) \\
& \quad+\left(1-\alpha_{n}\right) \cos d\left(x_{n}, p\right) \sin d\left(x_{n}, v_{n}\right)
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
& \cos d\left(x_{n+1}, p\right)-\cos d\left(x_{n}, p\right) \\
& \quad \geq \alpha_{n} \cos d\left(x_{n}, p\right)\left(\frac{\sin \left(\beta_{n} d\left(x_{n}, v_{n}\right)\right)+\sin \left(\left(1-\beta_{n}\right) d\left(x_{n}, v_{n}\right)\right)}{\sin d\left(x_{n}, v_{n}\right)}-1\right) .
\end{aligned}
$$

Since $0<\delta \leq d\left(x_{n}, v_{n}\right)<\pi$, we have

$$
\begin{aligned}
& \frac{\sin \left(\beta_{n} d\left(x_{n}, v_{n}\right)\right)+\sin \left(\left(1-\beta_{n}\right) d\left(x_{n}, v_{n}\right)\right)}{\sin d\left(x_{n}, v_{n}\right)}-1 \\
& \quad=\frac{2 \sin \left(\beta_{n} d\left(x_{n}, v_{n}\right) / 2\right) \sin \left(\left(1-\beta_{n}\right) d\left(x_{n}, v_{n}\right) / 2\right)}{\cos \left(d\left(x_{n}, v_{n}\right) / 2\right)} \\
& \quad \geq \frac{\sin \left(\beta_{n} \delta / 2\right) \sin \left(\left(1-\beta_{n}\right) \delta / 2\right)}{\cos (\delta / 2)} \\
& \quad \geq \frac{\beta_{n}\left(1-\beta_{n}\right) \sin ^{2}(\delta / 2)}{\cos (\delta / 2)} .
\end{aligned}
$$

Since $d\left(x_{n}, p\right) \leq d\left(x_{1}, p\right)$, we have

$$
\begin{aligned}
\cos d\left(x_{n+1}, p\right)-\cos d\left(x_{n}, p\right) & \geq \alpha_{n} \cos d\left(x_{n}, p\right)\left(\frac{\beta_{n}\left(1-\beta_{n}\right) \sin ^{2}(\delta / 2)}{\cos (\delta / 2)}\right) \\
& \geq \frac{2 \alpha_{n} \beta_{n}\left(1-\beta_{n}\right) \cos d\left(x_{1}, p\right) \sin ^{2}(\delta / 2)}{\cos (\delta / 2)}
\end{aligned}
$$

By Lemma 3.5, we get $\sum_{n=1}^{\infty}\left(\cos d\left(x_{n+1}, p\right)-\cos d\left(x_{n}, p\right)\right)<\infty$. Notice that $\sin (\delta / 2), \cos (\delta / 2)$, $\cos d\left(x_{1}, p\right)$ are positive. Consequently, $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}\left(1-\beta_{n}\right)<\infty$, which is a contradiction.

We next show the assertion (ii). Suppose that $\liminf _{n \rightarrow \infty} d\left(x_{n}, u_{n}\right)>0$. Thus, we may assume that

$$
0<\delta \leq d\left(x_{n}, u_{n}\right)<\pi \quad \text { for all } n \in \mathbb{N} .
$$

It follows from Lemma 2.1 and $d\left(u_{n}, p\right) \leq d\left(y_{n}, p\right) \leq d\left(x_{n}, p\right)$ that

$$
\begin{aligned}
& \cos d\left(x_{n+1}, p\right) \sin d\left(x_{n}, u_{n}\right) \\
& \quad=\cos d\left(\alpha_{n} u_{n} \oplus\left(1-\alpha_{n}\right) x_{n}, p\right) \sin d\left(x_{n}, u_{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geq \cos d\left(u_{n}, p\right) \sin \left(\alpha_{n} d\left(x_{n}, u_{n}\right)\right)+\cos d\left(x_{n}, p\right) \sin \left(\left(1-\alpha_{n}\right) d\left(x_{n}, u_{n}\right)\right) \\
& \geq \cos d\left(x_{n}, p\right)\left(\sin \left(\alpha_{n} d\left(x_{n}, u_{n}\right)\right)+\sin \left(\left(1-\alpha_{n}\right) d\left(x_{n}, u_{n}\right)\right)\right)
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \cos d\left(x_{n+1}, p\right)-\cos d\left(x_{n}, p\right) \\
& \quad \geq \cos d\left(x_{n}, p\right)\left(\frac{\sin \left(\alpha_{n} d\left(x_{n}, u_{n}\right)\right)+\sin \left(\left(1-\alpha_{n}\right) d\left(x_{n}, u_{n}\right)\right)}{\sin d\left(x_{n}, u_{n}\right)}-1\right) .
\end{aligned}
$$

Since $0<\delta \leq d\left(x_{n}, u_{n}\right)<\pi$, we get

$$
\frac{\sin \left(\alpha_{n} d\left(x_{n}, u_{n}\right)\right)+\sin \left(\left(1-\alpha_{n}\right) d\left(x_{n}, u_{n}\right)\right)}{\sin d\left(x_{n}, u_{n}\right)}-1 \geq \frac{2 \alpha_{n}\left(1-\alpha_{n}\right) \sin ^{2}(\delta / 2)}{\cos (\delta / 2)}
$$

This implies that

$$
\cos d\left(x_{n+1}, p\right)-\cos d\left(x_{n}, p\right) \geq \frac{2 \alpha_{n}\left(1-\alpha_{n}\right) \cos d\left(x_{1}, p\right) \sin ^{2}(\delta / 2)}{\cos (\delta / 2)} .
$$

Consequently, $\sum_{n=1}^{\infty} \alpha_{n}\left(1-\alpha_{n}\right)<\infty$, which is a contradiction.

Now, we obtain the following convergence theorem, which improves the results of Pa nyanak [1].

Theorem 3.7 Let $X$ be a complete $\mathrm{CAT}(1)$ space, $T: X \rightarrow \mathrm{CB}(X)$ be a quasi-nonexpansive mapping with the endpoint condition, and let $\left\{x_{n}\right\}$ be the Ishikawa algorithm. Assume that
(A) $T$ satisfies condition (I) with respect to each bounded subset of $X$, and

$$
\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}\left(1-\beta_{n}\right)=\infty ;
$$

(B) $d\left(x_{1}, \mathrm{~F}(T)\right)<\pi / 2$.

Then $\left\{x_{n}\right\}$ converges to an element of $\mathrm{F}(T)$.

Proof By Lemma 3.5, we see that $\left\{x_{n}\right\}$ is bounded. Then $T$ satisfies condition (I) with respect to $\left\{x_{n}\right\}$. Using Lemma 3.6 gives $\liminf _{n \rightarrow \infty} d\left(x_{n}, v_{n}\right)=0$. In particular,

$$
\liminf _{n \rightarrow \infty} d\left(x_{n}, T x_{n}\right)=0
$$

Notice that $\mathrm{F}(T)$ is closed. It follows from Lemma 3.2 that $\liminf _{n \rightarrow \infty} d\left(x_{n}, \mathrm{~F}(T)\right)=0$. Then the result follows from Lemma 3.1.

Remark 3.8 Our Theorem 3.7 improves both Theorems 3.2 and 3.3 of [1] (see Theorem 1.2) in the following aspects.
(1) We do not assume convexity of the metric.
(2) The restrictions on the mapping $T$ and the parameters $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\}$ are relaxed. In fact, it is easy to see that either the condition ( $\mathrm{A}^{\prime}$ ) or ( $\mathrm{A}^{*}$ ) implies the condition (A).
(3) The condition $\operatorname{diam}(X)<\pi / 2$ is weakened. It is clear that the condition $\operatorname{diam}(X)<\pi / 2$ implies the condition (B).

Remark 3.9 Our condition (B) is sharp in the sense that the condition $d\left(x_{1}, \mathrm{~F}(T)\right)<\pi / 2$ cannot be improved to $d\left(x_{1}, \mathrm{~F}(T)\right) \leq \pi / 2$.

There exist a quasi-nonexpansive single-valued mapping $T$ and an iterative sequence $\left\{x_{n}\right\}$ generated (1.1) such that

- $d\left(x_{1}, \mathrm{~F}(T)\right)=\pi / 2$;
- $T$ satisfies condition (I) with respect to $\left\{x_{n}\right\}$;
- $\left\{x_{n}\right\}$ does not converge to a fixed point of $T$.

Example 3.10 Let $T$ be a mapping from the unit sphere $\mathbb{S}^{2}$ into itself defined by

$$
T(u, v, w)=\left(\frac{u-v}{\sqrt{2}}, \frac{u+v}{\sqrt{2}}, w\right) \quad \text { for }(u, v, w) \in \mathbb{S}^{2}
$$

Obviously, $T$ is quasi-nonexpansive with $F(T)=\{(0,0,-1),(0,0,1)\}$. Define a sequence $\left\{x_{n}\right\}$ by $x_{1}=(1,0,0)$ and

$$
x_{n+1}=\alpha_{n} T\left(\beta_{n} T x_{n} \oplus\left(1-\beta_{n}\right) x_{n}\right) \oplus\left(1-\alpha_{n}\right) x_{n} \quad \text { for all } n \in \mathbb{N},
$$

where $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\} \subset[0,1]$. Then $d\left(x_{1}, \mathrm{~F}(T)\right)=\pi / 2$ and

$$
x_{n+1}=\left(\cos \left(\sum_{i=1}^{n} \frac{\left(\alpha_{i}+\beta_{i}\right) \pi}{4}\right), \sin \left(\sum_{i=1}^{n} \frac{\left(\alpha_{i}+\beta_{i}\right) \pi}{4}\right), 0\right) x_{n} \quad \text { for all } n \in \mathbb{N}
$$

Notice that $\left\{x_{n}\right\}$ is bounded. Let $\left\{x_{n_{k}}\right\}$ be a convergent subsequence of $\left\{x_{n}\right\}$. We may assume that

$$
\lim _{k \rightarrow \infty} x_{n_{k}}=(a, b, 0) \quad \text { for some } a, b \in[0,1] .
$$

Hence, $\left\{x_{n}\right\}$ does not converge to a fixed point of $T$.

Based on Lemma 3.6(ii), we present a convergence theorem which can be reduced to the Mann algorithm.

Theorem 3.11 Let $X, T$, and $\left\{x_{n}\right\}$ be the same as Theorem 3.7. Assume that

- T satisfies condition (I) with respect to each bounded subset of $X$, and
$\sum_{n=1}^{\infty} \alpha_{n}\left(1-\alpha_{n}\right)=\infty$ and $\lim \sup _{n \rightarrow \infty} \beta_{n}<1$;
- $d\left(x_{1}, \mathrm{~F}(T)\right)<\pi / 2$.

Then $\left\{x_{n}\right\}$ converges to an element of $\mathrm{F}(T)$.

Proof By Lemma 3.6(ii), we have $\liminf _{n \rightarrow \infty} d\left(x_{n}, u_{n}\right)=0$. Let $\left\{n_{k}\right\}$ be an increasing sequence of positive integers such that $\lim _{k \rightarrow \infty} d\left(x_{n_{k}}, u_{n_{k}}\right)=0$.
Case 1: $\liminf _{k \rightarrow \infty} \beta_{n_{k}}=0$. Without loss of generality, we may assume that $\lim _{k \rightarrow \infty} \beta_{n_{k}}=$ 0 . It follows that $\lim _{k \rightarrow \infty} d\left(y_{n_{k}}, x_{n_{k}}\right)=\lim _{k \rightarrow \infty} \beta_{n_{k}} d\left(v_{n_{k}}, x_{n_{k}}\right)=0$. Then $\lim _{k \rightarrow \infty} d\left(y_{n_{k}}, u_{n_{k}}\right)=$ 0 , and so $\lim _{k \rightarrow \infty} d\left(y_{n_{k}}, T y_{n_{k}}\right)=0$. Notice that $\mathrm{F}(T)$ is closed, $\left\{y_{n}\right\}$ is bounded, and $T$ satisfies condition (I) with respect to $\left\{y_{n}\right\}$. Using Lemma 3.2 gives $\lim _{k \rightarrow \infty} d\left(x_{n_{k}}, \mathrm{~F}(T)\right)=0$. Consequently, the conclusion follows from Lemma 3.1.

Case 2: $\liminf _{k \rightarrow \infty} \beta_{n_{k}}>0$. In this case, $\liminf _{k \rightarrow \infty} \beta_{n_{k}}\left(1-\beta_{n_{k}}\right)>0$. Let $p \in \mathrm{~F}(T)$ be such that $d\left(x_{1}, p\right)<\pi / 2$. By Lemma 3.5, we have

$$
d\left(x_{n+1}, p\right) \leq d\left(x_{n}, p\right) \quad \text { and } \quad d\left(y_{n}, p\right) \leq d\left(x_{n}, p\right) \quad \text { for all } n \in \mathbb{N} .
$$

Then $r:=\lim _{n \rightarrow \infty} d\left(x_{n}, p\right)$ exists and

$$
d\left(u_{n}, p\right) \leq d\left(y_{n}, p\right) \leq d\left(x_{n}, p\right) \quad \text { for all } n \in \mathbb{N} .
$$

Since $\lim _{k \rightarrow \infty} d\left(x_{n_{k}}, u_{n_{k}}\right)=0$, we get $\lim _{k \rightarrow \infty} d\left(u_{n_{k}}, p\right)=r$, and hence

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(y_{n_{k}}, p\right)=r . \tag{3.1}
\end{equation*}
$$

We have

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} d\left(v_{n_{k}}, p\right) \leq \lim _{n \rightarrow \infty} d\left(x_{n_{k}}, p\right)=r . \tag{3.2}
\end{equation*}
$$

Using (3.1), (3.2), and Lemma 3.3 gives

$$
\lim _{k \rightarrow \infty} d\left(v_{n_{k}}, x_{n_{k}}\right)=0
$$

Therefore, the proof of the remaining part follows from that of Theorem 3.7.
The next result follows as an immediate consequence of the above theorem.

Corollary 3.12 Let $X$ and $T$ be the same as Theorem 3.7, and let $\left\{x_{n}\right\}$ be the Mann algorithm. Assume that

- T satisfies condition (I) with respect to each bounded subset of $X$, and $\sum_{n=1}^{\infty} \alpha_{n}\left(1-\alpha_{n}\right)=\infty$;
- $d\left(x_{1}, \mathrm{~F}(T)\right)<\pi / 2$.

Then $\left\{x_{n}\right\}$ converges to an element of $\mathrm{F}(T)$.

The following result is a strong convergence theorem in a $\operatorname{CAT}(\kappa)$ space where $\kappa$ is any real number. It should be noted that if $\kappa \leq 0$, then $D_{\kappa}=\infty$ and the condition $d\left(x_{1}, \mathrm{~F}(T)\right)<$ $D_{\kappa} / 2$ is automatically satisfied.

Theorem 3.13 Suppose that $X$ is a complete $\mathrm{CAT}(\kappa)$ space where $\kappa$ is a real number. Let $T: X \rightarrow \mathrm{CB}(X)$ be a quasi-nonexpansive mapping with the endpoint condition, and let $\left\{x_{n}\right\}$ be generated by (1.1) where $d\left(x_{1}, \mathrm{~F}(T)\right)<D_{\kappa} / 2$. Assume that the following conditions hold:

- T satisfies condition (I) with respect to each bounded subset of $X$;
- either (i) $\sum_{n=1}^{\infty} \alpha_{n} \beta_{n}\left(1-\beta_{n}\right)=\infty$ or (ii) $\sum_{n=1}^{\infty} \alpha_{n}\left(1-\alpha_{n}\right)=\infty$ and $\lim \sup _{n \rightarrow \infty} \beta_{n}<1$.

Then $\left\{x_{n}\right\}$ converges to an element of $\mathrm{F}(T)$.
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