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Abstract
We establish a fixed point theorem for the composition of nonconvex, measurable
selection valued correspondences with Banach space valued selections. We show
that if the underlying probability space of states is nonatomic and if the selection
correspondences in the composition are K-correspondences (meaning
correspondences having graphs that contain their Komlos limits), then the induced
measurable selection valued composition correspondence takes contractible values
and therefore has fixed points. As an application we use our fixed point result to show
that all nonatomic uncountable-compact discounted stochastic games have
stationary Markov perfect equilibria – thus resolving a long-standing open question
in game theory.
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1 Introduction
We make two contributions. First, we establish a fixed point theorem for the composition
of measurable selection valued correspondences with Banach space valued selections.a

We show that if the underlying probability space of states is nonatomic and if the selection
correspondences in the composition are K-correspondences (meaning correspondences
having graphs that contain their Komlos limits), then the induced nonconvex, measurable
selection valued composition correspondence is approximable and therefore has fixed
points.b

Second, we apply our fixed point result to show that all nonatomic, uncountable-
compact discounted stochastic games (DSGs) satisfying the assumptions of the Nowak–
Raghavan DSG model have stationary Markov perfect equilibria (SMPE) – thus, resolving
a long standing open question in game theory (see Nowak and Raghavan [1]).c

Regarding our first contribution, the key step allowing us to establish our fixed point
result is to show that if the probability measure on the state space is nonatomic and if the
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selection correspondences in the composition are K-correspondences (or equivalently,
are weak∗ upper semicontinuous correspondences taking nonempty compact values (US-
COs), as we show here), then the composition correspondence takes contractible values in
its set of selections where contractibility is with respect to the compatibly metrized weak∗

topologies.d It then follows from results in Gorniewicz, Granas, and Kryszewski [2] that
the composition correspondence is approximable.

Regarding our second contribution, we first use our fixed point result to show, under
mild conditions on primitives, that all nonatomic, parameterized state-contingent games
(PSGs) have Blackwell equilibria. An excellent example of a nonatomic PSG is the one-
shot game underlying an uncountable-compact nonatomic discounted stochastic game
(DSG) satisfying the assumptions of Nowak and Raghavan [1]. By Blackwell’s classical re-
sult [3] (extended to games), aDSG has a stationary Markov perfect equilibrium if and only
if its underlying one-shot PSG has a Blackwell equilibrium. By our fixed point result any
one-shot PSG belonging to a nonatomic Nowak–Raghavan DSG has a Blackwell equilib-
rium – therefore, by Blackwell [3], all nonatomic Nowak–Raghavan DSG have stationary
Markov perfect equilibria.

We note that in a nonatomic DSG , because the underlying Nash selection correspon-
dence is contractibly valued, the key pathology underlying the recent counterexamples to
existence due to Levy [4] and Levy and McLennan [5] is ruled out. In particular, because
the Nash selection correspondence is contractibly valued, Nash equilibria homeomor-
phic to the unit circle cannot arise. Also, we note that in the Levy and McLennan [5]
discounted stochastic game model, the state space is not nonatomic. However, as noted
by Jaskiewicz and Nowak [6], it is easy to modify the Levy–McLennan model so as to allow
for a nonatomic state space while preserving the nonapproximability of the Nash payoff
selection correspondence – thereby extending the Levy–McLennan counterexamples to
the nonatomic case (also see Jaskiewicz and Nowak [7]). Here we will assume that the
state space is nonatomic, and under this assumption, together with our result showing
that the Nash payoff selection correspondence belonging to any Nowak–Raghavan DSGs
is a K-correspondence, we will establish that the Nash payoff selection correspondence
belonging to any Nowak–Raghavan DSGs is approximable and therefore has fixed points.
Finally, we note that if a DSG has a Nash payoff selection correspondence that is approx-
imable, then it will have fixed points, and therefore, by Blackwell’s theorem [3] the DSG
will have stationary Markov perfect equilibria (e.g., see Page [8, 9]). By constructing aDSG
having no stationary Markov perfect equilibria, and therefore, aDSG having a Nash payoff
selection correspondence without fixed points, we can infer that the Nash payoff selection
correspondence belonging to a Levy–McLennan DSG model is not approximable. Thus,
while not all nonapproximable DSGs have SMPE, as shown by Levy [4] and Levy and
McLennan [5], all approximable DSGs do, as shown by Page [8, 9]. Moreover, as we show
here, all DSGs satisfying the Nowak–Raghavan assumptions are approximable, and as a
consequence, all such DSGs escape the Levy–McLennan counterexample, and possess
stationary Markov perfect equilibria in behavioral strategies.

2 Preliminaries
2.1 Spaces
Let (�, B�,μ) be a probability space of states ω, where � is a complete, separable metric
space with probability measure μ defined on the Borel σ -field B�, and let Y be a norm-
bounded, weak∗-closed (i.e., w∗-closed), convex subset of F∗, the separable norm dual of
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a separable Banach space F . Equip Y with metric ρ∗
Y compatible with the w∗-topology on

Y inherited from F∗.
We will often assume that the probability space (�, B�,μ) is nonatomic. We say that

E⊂� is an atom of � relative to μ(·) if the following implication holds: if μ(E) > 0, then
H ⊂ E implies that μ(H) = 0 or μ(E–H) = 0. If � contains no atoms relative to μ(·), � is
said to be atomless or nonatomic. Because � is a complete, separable metric space, μ(·)
is atomless (or nonatomic) if and only if μ({ω}) = 0 for all ω ∈ � (see Hildenbrand [10],
pp. 44–45).

Next, let L∞
Y denote the set of μ-equivalence classes of F∗-valued, Bochner integrable

functions, v, with v(ω) ∈ Y a.e. [μ].e Denote by L∞
Y the set consisting of all F∗-valued,

Bochner integrable functions, v, with v(ω) ∈ Y a.e. [μ] (i.e., L∞
Y is the prequotient of L∞

Y ).
We will equip L∞

Y with a metric ρ∗
L∞

Y
compatible with the weak∗ topology inherited from

L∞
F∗ . We note that the set L∞

Y is decomposable, meaning that if the functions v0(·) and v1(·)
are in L∞

Y , then for any E ∈ B�, with indicator function IE(·),

v0(·)IE(·) + v1(·)I�\E(·) ∈L∞
Y . (1)

Similarly, let X be a norm-bounded, weak∗-closed (i.e., w∗-closed), convex subset of E∗,
the separable norm dual of a separable Banach space E, and equip X with metric ρ∗

X com-
patible with the w∗-topology on X inherited from E∗.f Also, let L∞

X denote the set of μ-
equivalence classes of E∗-valued, Bochner integrable functions x(·), with xω ∈ X a.e. [μ].
Denote by L∞

X the set consisting of all E∗-valued, Bochner integrable functions x(·) with
xω ∈ X a.e. [μ] (i.e., L∞

X is the prequotient of L∞
X ). We will equip L∞

X with a metric ρ∗
L∞

X
compatible with the weak∗ topology inherited from L∞

E∗ . We note that the set L∞
X is de-

composable.
Finally, equip the spaces Y and X with the Borel σ -fields B∗

Y and B∗
X , generated by the

ρ∗
Y - and ρ∗

X -open sets in Y and X, respectively.

2.2 Convergences
We will begin by discussing W ∗-convergence in L∞

F∗ and w∗-K-convergence in its prequo-
tient space, L∞

F∗ . Then we will present a result clarifying how the two are related.

2.2.1 W ∗-Convergence in L∞
F∗

By Diestel and Uhl (p. 98) [11], because F∗ is separable, L∞
F∗ is the norm dual of L1

F . We
have the following definitions:

Definition 1 (W ∗-Convergence inL∞
F∗ and W ∗-limits) A sequence of F∗-valued functions

{vn(·)}n in L∞
F∗ converges weak∗, or W ∗-converges to a function v∗(·) ∈ L∞

F∗ if for every
function l(·) ∈L1

F ,

〈
vn(·), l(·)〉 :=

∫

�

〈
vn(ω), l(ω)

〉
dμ(ω) −→

∫

�

〈
v∗(ω), l(ω)

〉
dμ(ω) :=

〈
v∗(·), l(·)〉. (2)

In L∞
Y a sequence {vn(·)}nW ∗-converges to v∗(·) if and only ρ∗

L∞
Y

(vn, v∗) −→ 0.
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2.2.2 w∗-K-convergence in L∞
F∗

For any sequence {vn}n ⊂ L∞
F∗ let

{
v̂nk

}
k :=

{
1
k

k∑

r=1

vnr

}

k

(3)

be the corresponding sequence of arithmetic mean functions. Because F∗ is convex for
any subsequence{vnk }k ⊂ L∞

F∗ , v̂nk ∈ L∞
F∗ .

Definition 2 (w∗-K-Sequences, w∗-K-Convergence, and w∗-K-Limits) We say that a se-
quence {vn(·)}n ⊂ L∞

F∗ w∗-K-converges to a w∗-K-limit function v̂(·) ∈ L∞
F∗ provided ev-

ery subsequence {vnk (·)}k of {vn(·)}n has an arithmetic mean sequence {̂vnk (·)}k that w∗-
converges pointwise a.e. [μ] to v̂(·), that is,

v̂nk (ω) −→
w∗ v̂(ω) a.e. [μ]. (4)

By Theorem 3.2 in Balder [12], if the sequence, {vn(·)}n ⊂ L∞
F∗ , is such that

sup
n

∫

�

∥∥vn(ω)
∥∥∞ dμ(ω) < +∞,

then there exists a subsequence {vnk (·)}k of {vn(·)}n and a function v̂(·) ∈ L∞
F∗ such that any

subsequence{vnkr (·)}r of {vnk (·)}k w∗-K-converges to w∗-K-limit, v̂(·).

2.2.3 W ∗-Convergence and w∗-K-convergence
Our first result is about the relationship between W ∗-convergence and w∗-K-convergence
in �∞

Y .

Theorem 1 (W ∗-Convergence and w∗-K-Convergence) Let {vn(·)}n be any sequence in
L∞

Y . Then the following statements are true:
(1) If {vn(·)}n w∗-K -converges to v̂(·) ∈L∞

Y , then {vn(·)}n ⊂L∞
Y W ∗-converges to

v̂(·) ∈L∞
Y .

(2) If {vn(·)}n W ∗-converges to v∗(·) ∈L∞
F∗ , then each subsequence {vnk (·)}k has a further

subsequence {vnkq (·)}q, which is w∗-K -convergent to some w∗-K -limit v̂(·) ∈L∞
Y such

that v̂(ω) = v∗(ω) a.e. [μ].

Proof We will prove part (2) first. Assume that {vn(·)}n ⊂L∞
Y W ∗-converges to v∗(·) ∈L∞

F∗ ,
and that the subsequence, {vnk (·)}k , w∗-K-converges to v̂(·) ∈ �∞

Y . For each l ∈L1
F , we have

1
k

k∑

r=1

〈
vnr (ω), l(ω)

〉−→ 〈
v̂(ω), l(ω)

〉
a.e. [μ]

and by the dominated convergence theorem we have for each l ∈L1
F ,

lim
k−→∞

∫

�

1
k

k∑

r=1

〈
vnr (ω), l(ω)

〉
dμ(ω) = lim

k−→∞
1
k

k∑

r=1

∫

�

〈vnr (ω), l(ω)〉dμ(ω)

=
∫

�

〈̂v(ω), l(ω)〉dμ(ω).
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Because {vnk (·)}k W ∗-converges to v∗(·), we have for each l ∈L1
F ,

lim
k−→∞

∫

�

〈
vnk (ω), l(ω)

〉
dμ(ω) =

∫

�

〈
v∗(ω), l(ω)

〉
dμ(ω),

implying that for each l ∈L1
F ,

lim
k−→∞

1
k

k∑

r=1

∫

�

〈
vnr (ω), l(ω)

〉
dμ(ω) =

∫

�

〈
v∗(ω), l(ω)

〉
dμ(ω).

Thus, for each l ∈L1
F ,

∫

�

〈
v̂(ω), l(ω)

〉
dμ(ω) =

∫

�

〈
v∗(ω), l(ω)

〉
dμ(ω),

implying that v̂(ω) = v∗(ω) a.e. [μ].
Now we will prove part (1). By part (2), we can conclude that L∞

Y is convex and W ∗-
compact. Assume that {vn(·)}n ⊂L∞

Y w∗-K-converges to some v̂(·) ∈L∞
Y . In order to show

that {vn(·)}n W ∗-converges to v∗(·) where v∗(ω) = v̂(ω) a.e. [μ], it suffices to show that
the μ-equivalence class in L∞

Y containing v̂(·) is the only limit point of the sequence of
μ-equivalence classes, {vn(·)}n ⊂ L∞

Y . Let v∞(·) be any W ∗-limit point of the sequence
{vn(·)}n and let {vnk (·)}k be a subsequence W ∗-converging to v∞(·). By w∗-K-convergence
we know that this subsequence also w∗-K-converges to v̂(·), and hence by part (2) we know
that v∞(ω) = v̂(ω) a.e. [μ]. �

2.3 Contractible continua
Let (X,ρX), (Y ,ρY ), and (Z,ρZ) be metric spaces. Consider a function, f : Z −→ X, from
Z onto X. If f is continuous and one-to-one, and if its inverse f –1 is also continuous, then
we say that f is a homeomorphism and that the metric spaces Z and X are homeomor-
phic. If (Z,ρZ) is compact, then any continuous, one-to-one mapping f from Z onto X is
a homeomorphism. A continuous function f : Z −→ X is an embedding if f : Z −→ f (Z) is
a homeomorphism.

Given metric space (Z,ρZ), a set E ⊆ Z is connected if E cannot be written as the union of
two disjoint open sets (or two disjoint closed sets). A set E ⊆ Z is locally connected at e ∈ E
if each neighborhood Ue of e contains a connected neighborhood Ve of e. Also E is locally
connected if it is locally connected at each e ∈ E.g We note that in any metric space (Z,ρZ),
the condition of being (i) a locally connected continuum and (ii) the continuous image of
an interval are equivalent (this is the Mazurkiewicz–Moore theorem – see Kuratowski
[13]).

If the metric space (Z,ρZ) is compact and connected, it is called a continuum. A non-
empty, closed, connected subset of Z is called a subcontinuum. We will denote by C(Z)
the collection of all subcontinua of Z. If in addition, the continuum (Z,ρZ) is locally con-
nected, it is called a Peano continuum. Finally, (i) if the Peano continuum (Z,ρZ) is unico-
herent, meaning that for all subcontinua A and B of Z such that Z = A∪B, the intersection
A ∩ B is connected, and (ii) if all subcontinua of Z are unicoherent (i.e., if property (i) is
hereditary), then (Z,ρZ) is a dendrite. Thus, (Z,ρZ) is a dendrite if it is a compact metric
space that is connected, locally connected, and hereditarily unicoherent (see Charatonik
and Charatonik [14] for more details).h
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A retraction r(·) is a continuous function from a space Z into Z such that r(·) is the
identity on its range (i.e., r(r(z)) = r(z) for all z ∈ Z). A subset W of Z is said to be a retract
of Z provided there is a retraction of Z onto W .

The notion of a homotopy will be important in what follows. A homotopy is a function
that essentially provides us with a way to index a set of continuous functions. We have the
following formal definition:

Definition 3 (Homotopies) Let (Z,ρZ) and (X,ρX) be compact metric spaces and let
C(Z × [0, 1], X) denote the collection of all continuous functions, h : Z × [0, 1] −→ X, de-
fined on Z × [0, 1] taking values in X. A function h ∈ C(Z × [0, 1], X) is called a homotopy,
and each homotopy h specifies a continuously indexed set of continuous functions,

Ch(Z, X) :=
{

h(·, t) ∈ C(Z, X) : t ∈ [0, 1]
}

.

The indexed collection, Ch(Z, X), can be thought of as an arc, αh, in the continuum of
continuous functions, C(Z, X), equipped with the sup metric. The continuous functions f
and g in C(Z, X) are homotopically related, or homotopic, if f and g are the endpoints of
an arc αh whose arc type is identified by some function, h ∈ C(Z × [0, 1], X). In particular, if
f , g ∈ C(Z, X) are homotopic, then there is an arc of type h ∈ C(Z × [0, 1], X) running from
continuous function f (·) = h(·, 0) to continuous function g(·) = h(·, 1). We denote this h-arc

from f to g by writing g ∈ [f ]h or by writing f
h−→ g (and if the orientation is in the opposite

direction, then we write f ∈ [g]h or g
h−→ f ). Constant functions form a special class of

homotopy arc end points. Let gx ∈ C(Z, X) denote the constant function (i.e., gx(z) = x for

all z ∈ Z). If f and gx are homotopic (i.e., if gx ∈ [f ]h, that is, if f
h−→ gx for some x ∈ X),

then f is said to be inessential. Moreover, if for some pair of compact metric spaces (Z,ρZ)
and (X,ρX), all pairs of functions f , g ∈ C(Z, X) are homotopic, then, in particular, f , gx ∈
C(Z, X) are homotopic for some h-arc and some x ∈ X – and this means that for this pair
of compact metric spaces, (Z,ρZ) and (X,ρX), all functions f ∈ C(Z, X) are inessential (i.e.,

for each f ∈ C(Z, X), there is (h(·, ·), x) ∈ (C(Z × [0, 1], X), X), f
h−→ gx).

If Z ⊆ X, then Z is contractible in X if for some homotopy h ∈ C(Z × [0, 1], X), there
is an h-arc running from the identity (or inclusion) mapping fid ∈ C(Z, X) to a constant
mapping gx ∈ C(Z, X), for some x ∈ X. Thus, fid(·) = h(·, 0) where fid(z) = z for all z ∈ Z
is the inclusion mapping (i.e., fid(z) = z = h(z, 0) for all z ∈ Z) and h(·, 1) is the constant
mapping (i.e., h(z, 1) = x for all z ∈ Z for some x ∈ X).

We say that X is contractible if X is contractible in X. Note that if X is contractible,
then for any Z ⊆ X, Z is contractible in X. Two useful facts related to the contractibility
of continua are the following:

(1) If X is contractible and Z ⊆ X is a retraction of X , then Z is also contractible. Thus
if r : X −→ Z, r ∈ C(X, Z) where r(z) = z for all z ∈ Z, then Z is also contractible.

(2) If X is contractible, then X is unicoherent (see Corollary A.12.10 in van Mill [15]) –
implying that all pairs of functions, f , g ∈ C(X, S1), are homotopic for the unit circle,
S1 := {x = (x1, x2) : (x1)2 + (x2)2 = 1}. Thus, if X is contractible, then all continuous
functions f : X −→ S1 are inessential, and we can conclude that X contains no simple
closed curves.

A compact metric space K is called an absolute retract (AR) provided that whenever K
is embedded in a metric space Y , the embedded copy of K is a retract of Y . A compact
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metric space is called an absolute extensor (AE) provided whenever B is a closed subset of
a metric space M and f : B −→ K is continuous, then f can be extended to a continuous
function F : M −→ K (F being an extension of f means that F|B = f ). By Borsuk’s theorem,
a compact metric space K is an AR if and only if K is an AE (see Borsuk [16], see also, 9.1
in Illanes and Nadler [17]).

A compact metric space K is called an absolute neighborhood retract (ANR) provided
that whenever K is embedded in a metric space Y the embedded copy K ′ of K is a retract
of some neighborhood of K ′ in Y . A compact metric space K is called an absolute neigh-
borhood extensor (ANE) provided that whenever B is a closed subset of a metric space M
and f : B −→ K is continuous, then there is a neighborhood U of B in M such that f can
be extended to a continuous function F : U −→ K . In parallel to Borsuk’s theorem, a com-
pact metric space K is an ANR if and only if K is an ANE (see Borsuk [16], see also, 19.5
in Illanes and Nadler [17]).

2.4 Correspondences
2.4.1 USCOs and approximability
For compact metric spaces (X,ρX) and (Y ,ρY ), let UρY -ρX denote the collection of all up-
per semicontinuous correspondences �(·) defined on Y taking nonempty, ρX-closed (and
hence ρX -compact) values in X. Equip the product space Y × X with the sum metric,
ρY×X := ρY + ρX . Following the literature, all such mappings are USCOs (e.g., see Hola and
Holy [18]). We say that the USCO �(·) ∈ UρY -ρX is ρY –ρX-approximable if for each n, there
is a ρY –ρX-continuous function, gn(·) : Y −→ X, such that for each (yn, xn) ∈ Grgn ⊂ Y × X
(i.e., for each (yn, xn) ∈ Y × X, with xn = gn(yn) ∈ X), there exists (yn, xn) ∈ Gr�(·) such that

ρY
(
yn, yn) + ρX

(
xn, xn) <

1
n

.

Bringing together the relevant parts of (5.6) and (5.12) from Gorniewicz, Granas, and
Kryszewski [2], we have the following result concerning the approximability of USCOs:

Theorem 2 (The Approximability of USCOs) Let (X,ρX) and (Y ,ρY ) be compact metric
ANR spaces and let �(·) ∈ UρY -ρX . If for each y ∈ Y , �(y) is contractible, then �(·) is ρY –ρX-
approximable.

For compact metric spaces (L∞
Y ,ρ∗

L∞
Y

) and (L∞
X ,ρ∗

L∞
X

), let U∗
L∞

Y -L∞
X

denote the collec-
tion of all upper semicontinuous correspondences defined on L∞

Y taking nonempty, ρ∗
L∞

X
-

closed (and hence ρ∗
L∞

X
-compact) values in L∞

X . We will denote this special set of USCOs –
USCOs with respect to weak∗ topologies – by U∗

L∞
Y -L∞

X
or by USCO∗. Also, we have the

collection of all USCO∗s with convex values (CUSCO∗).

2.4.2 K-correspondences and USCO∗s
The formal definition of a K-correspondence is the following:

Definition 4 (K-Limit Property and K-Correspondences) We say that a correspondence
E(·) : L∞

Y −→ P(L∞
X ) has the K-limit property, or is a K-correspondence, if for any se-

quence

{(
vn, xn

(·)
)}

n ⊂ GrE(·) :=
{

(v, x(·)) ∈L∞
Y ×L∞

X : x(·) ∈ E(v)
}
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with vn −→
ρ∗

Y -K
v̂ ∈ L∞

Y and xn
(·) −→

ρ∗
X -K

x̂(·) ∈ L∞
X , we have (̂v, x̂(·)) ∈ GrE(·). We will denote

the collection of all K-correspondences defined on L∞
Y with nonempty values in L∞

X by
UKL∞

Y -L∞
X

.

As our next result makes clear, because of the near equivalence of w∗-K-convergence
and W ∗-convergence in L∞

Y and L∞
X , K-correspondences and USCO∗s are equivalent.

We note that each E(·) ∈ U∗
L∞

Y -L∞
X

takes decomposable values in L∞
X .

Lemma 1 (Equivalence of UKL∞
Y -L∞

X
and U∗

L∞
Y -L∞

X
) Let E(·) : L∞

Y −→ P(L∞
X ) be a corre-

spondence. Then E(·) is a K-correspondence if and only if E(·) is an USCO∗.

Proof Given the compactness of L∞
Y and L∞

X , E(·) is an USCO∗ if and only if GrE(·) is
ρ∗
L∞

Y ×L∞
X

-closed in L∞
Y × L∞

X (ρ∗
L∞

Y ×L∞
X

:= ρ∗
L∞

Y
+ ρ∗

L∞
X

). By Theorem 1 above, if E(·) is a
K-correspondence, then GrE(·) is ρ∗

L∞
Y ×L∞

X
-closed in L∞

Y × L∞
X . Moreover, if GrE(·) is

ρ∗
L∞

Y ×L∞
X

-closed in L∞
Y × L∞

X and {(vn, xn
(·))}n ⊂ GrE(·) is such that vn −→

ρ∗
Y -K

v̂ ∈ L∞
Y and

xn
(·) −→

ρ∗
X -K

x̂(·) ∈ L∞
X , then we have vn −→

ρ∗
L∞

Y

v̂ and xn
(·) −→

ρ∗
L∞

X

x̂(·) and because GrE(·) is ρ∗
L∞

Y ×L∞
X

-

closed in L∞
Y ×L∞

X , (̂v, x̂(·)) ∈ GrE(·), implying that E(·) is a K-correspondence. �

3 Main results
3.1 Contractibility and approximability
3.1.1 Contractibility
Our key result is the following:

Theorem 3 (The Contractibility Theorem) Let E(·) ∈ UKL∞
Y -L∞

X
. If (�, B�,μ)is nonato-

mic, then E(v) is contractible in L∞
X for each v ∈L∞

Y .

Proof By Lemma 1 above, E(·) ∈ U∗
L∞

Y -L∞
X

. Given that μ is nonatomic, we know by
Fryszkowski [19] that Lyapunov’s theorem [20] on the range of a vector measure guar-
antees the existence of a family of measurable sets {At}t∈[0,1] such that

t′ ≤ t ⇒ At′ ⊆ At , A0 = ∅ and A1 = �, and
μ(At) = tμ(�) = t.

}

(5)

Using the properties of the system {At}t∈[0,1], and the decomposability of E(v) for each
v ∈L∞

Y , we will show that for each v the function hv(·, ·) given by

hv(x(·), t) := x1
(·)IAt (·) + x(·)I�\At (·) (6)

for all (x(·), t) ∈ E(v)× [0, 1] is a homotopy (and in particular, a contraction of the selections
in E(v) to x1

(·)). Here v ∈ L∞
Y is fixed, IA(·) is the indicator function of set A, and x1

(·) is any
fixed selection in E(v).

It suffices to show that hv(·, ·) is ρ∗
L∞

X ×[0,1]–ρ∗
L∞

X
-continuous. Let {(xn

(·), tn)}n be a sequence
such that

xn
(·) −→

ρ∗
L∞

X

x∗
(·) and tn −→

|·|
t∗.
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We must show that

hv
(
xn

(·), tn) −→
ρ∗
L∞

X

hv
(
x∗

(·), t∗) ∈ E(v). (7)

In particular, we must show that for each l(·) ∈L1
E ,

∣∣∣∣

∫

�

〈(
hv
(
xn

ω, tn) – hv
(
x∗

ω, t∗)), l(ω)
〉
dμ(ω)

∣∣∣∣−→ 0. (8)

For each l(·) ∈L1
E , we have

| ∫
�

(〈hv(xn
ω, tn), l(ω)〉 – 〈hv(x∗

ω, t∗), l(ω)〉) dμ(ω)|
≤ |∫

�
〈(x1

ωIAtn (ω) – x1
ωIAt∗ (ω)), l(ω)〉dμ(ω)|

︸ ︷︷ ︸
(a)

+ |∫
�
〈(xn

ωI�\Atn (ω) – xn
ωI�\At∗ (ω)), l(ω)〉dμ(ω)|

︸ ︷︷ ︸
(b)

+ |∫
�
〈(xn

ωI�\At∗ (ω) – x∗
ωI�\At∗ (ω)), l(ω)〉dμ(ω)|

︸ ︷︷ ︸
(c)

.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(9)

For expressions (9(a)) and (9(b)) above we, have that

|∫
�
〈(x1

ωIAtn (ω) – x1
ωIAt∗ (ω)), l(ω)〉dμ(ω)|

︸ ︷︷ ︸
(a)

≤ | ∫Atn 	At∗ 〈x1
ω, l(ω)〉dμ(ω)|

≤ MX‖l(·)‖1μ(Atn	At∗ ),

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(10)

and

|∫
�
〈(xn

ωI�\Atn (ω) – xn
ωI�\At∗ (ω)), l(ω)〉dμ(ω)|

︸ ︷︷ ︸
(b)

≤ | ∫Atn 	At∗ 〈xn
ω, l(ω)〉dμ(ω)|

≤ MX‖l(·)‖1μ(Atn	At∗ ),

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(11)

For expression (9(c)), because l(·)I�\At∗ (·) is also contained in L1
E and xn

(·) −→
ρ∗
L∞

X

x∗
(·), we have

that

|∫
�
〈(xn

ωI�\At∗ (ω) – x∗
ωI�\At∗ (ω)), l(ω)〉dμ(ω)|

︸ ︷︷ ︸
(c)

= | ∫
�
〈(xn

ω – x∗
ω), l(ω)I�\At∗ (ω)〉dμ(ω)| −→ 0.

⎫
⎪⎬

⎪⎭
(12)

Because μ(Atn	At∗ ) −→ 0, we have that MX‖l(·)‖1[ 1
r
∑r

q=1 μ(At
nkq 	At∗ )] −→ 0, imply-

ing that in expression (9) (a) −→ 0 and (b) −→ 0, and we have already from expression (12)
that (c) −→ 0. Thus, we have that for each l(·) ∈L1

E ,

∣∣∣∣

∫

�

〈(
hv
(
xn

ω, tn) – hv
(
x∗

ω, t∗)), l(ω)
〉
dμ(ω)

∣∣∣∣−→ 0, (13)
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implying that hv(xn
(·), tn) −→

ρ∗
L∞

X

hv(x∗
(·), t∗). Because E(·) is an USCO∗, {hv(xn

(·), tn)}n ⊂ E(v)ρ∗
L∞

X
-

converging to hv(x∗
(·), t∗) implies that hv(x∗

(·), t∗) ∈ E(v).
Thus, given the properties of the Lyapunov system (5) for each v, the function, hv(·, ·),

given in (6) is ρ∗
L∞

X ×[0,1]–ρ∗
L∞

X
-continuous, implying that for each v ∈ L∞

Y , hv(·, ·) is a ho-
motopy for the set of measurable selections, E(v), and therefore, for each v, E(v) is con-
tractible. �

Our proof that E(v) is contractible is inspired by the contractibility result given by Mari-
conda [21] showing that if the underlying probability space is nonatomic, then any decom-
posable subset of E-valued, Bochner integrable functions in L1

E is contractible (where E is
a Banach space). In Mariconda’s result, the space of functions is equipped with the norm
in L1

E , while here our space of functions (with each function taking values in X ⊂ E∗) is
equipped with the W ∗ topology – a topology metrized by ρ∗

L∞
X

.

3.1.2 Approximability
The importance of (�, B�,μ) being nonatomic and E(·) being a K-correspondence is that
together they guarantee that E(·) is an USCO∗ with contractible values (Theorem 3 above),
and this in turn guarantees the ρ∗

L∞
Y

–ρ∗
L∞

X
-approximability of E(·), as our next result shows.

Theorem 4 (The Approximability Theorem) Let E(·) ∈ UKL∞
Y -L∞

X
. If (�, B�,μ)is nonato-

mic, then E(·) is ρ∗
L∞

Y
–ρ∗

L∞
X

-approximable.

Proof By Lemma 1 and Theorem 3 above, E(·) is an USCO∗ taking contractible values. By
Theorem 2 above (see 5.6 and 5.12 in Gorniewicz, Granas, and Kryszewski [2]), because
E(·) is an USCO∗ defined on the ANR space of value functions L∞

Y taking nonempty, com-
pact, and contractible values in the ANR space, L∞

X , E(·) is ρ∗
L∞

Y
–ρ∗

L∞
X

-approximable. �

3.2 Fixed points for K-correspondences and their compositions
3.2.1 K-Correspondences
Consider the correspondence U (·) from L∞

Y with nonempty set values in L∞
Y .

Theorem 5 (Fixed Point Theorem for K-Correspondences) Let U (·) ∈ UKL∞
Y -L∞

Y
. If

(�, B�,μ)is nonatomic, then U (·) has fixed points (i.e., there exists v∗ ∈ L∞
Y such that

v∗ ∈ U (v∗)).

Proof By Theorem 4 above, because (�, B�,μ) is nonatomic and U (·) is a K-
correspondence, U (·) is ρ∗

L∞
Y

–ρ∗
L∞

Y
-approximable. Therefore, we have for each n, a ρ∗

L∞
Y

–
ρ∗
L∞

Y
-continuous function, gn(·) : L∞

Y −→ L∞
Y , such that for each (vn, un) ∈ Grgn ⊂ L∞

Y ×
L∞

Y (i.e., for each (vn, un) ∈ L∞
Y × L∞

Y , with un = gn(vn) ∈ L∞
Y ) there exists (vn, un) ∈

GrS∞(�(·)) such that

ρ∗
L∞

Y

(
vn, vn) + ρ∗

L∞
Y

(
un, un) <

1
n2 . (14)

Because each of the functions, gn, is ρ∗
L∞

Y
–ρ∗

L∞
Y

-continuous and defined on the ρ∗
L∞

Y
-

compact and convex subset, L∞
Y , in L∞

F∗ , taking values in L∞
Y , it follows from the Brouwer–

Schauder–Tychonoff fixed point theorem (see Aliprantis and Border [22], 17.56), that
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each gn has a fixed point, vn ∈ L∞
Y (i.e., for each n there exists some vn ∈ L∞

Y such that
vn = gn(vn)). Let {vn}n be a fixed point sequence corresponding to the sequence of ρ∗

L∞
Y

–
ρ∗
L∞

Y
-continuous approximating functions, {gn(·)}n. Expression (14) can now be rewrit-

ten as follows: for each vn in the fixed point sequence, there is a corresponding pair,
(vn, un) ∈ GrU (·), such that

ρ∗
L∞

Y

(
vn, vn) + ρ∗

L∞
Y

(
gn(vn), un) <

1
n2 ,

and therefore such that

ρ∗
L∞

Y

(
vn, vn)

︸ ︷︷ ︸
A

+ ρ∗
L∞

Y

(
vn, un)

︸ ︷︷ ︸
B

<
1
n2 . (15)

By the ρ∗
L∞

Y
-compactness of L∞

Y , we can assume WLOG that the fixed point sequence,
{vn}n ⊂ L∞

Y , ρ∗
L∞

Y
-converges to a limit v∗ ∈ L∞

Y . Thus, by part A of (15), as n −→ ∞ we
have

vn −→
ρ∗
L∞

Y

v∗ and vn −→
ρ∗
L∞

Y

v∗,

and therefore by part B of (15), as n −→ ∞ we have un −→
ρ∗
L∞

Y

v∗. Because U (·) has a ρ∗
L∞

Y ×L∞
Y

-

closed graph in L∞
Y × L∞

Y , {(vn, un)}n ⊂ GrU (·), and vn −→
ρ∗
L∞

Y

v∗ and un −→
ρ∗
L∞

Y

v∗ imply that

(v∗, v∗) ∈ GrU (·). Therefore, v∗ ∈ U (v∗). �

3.2.2 Composition correspondences
Finally, let us consider the correspondences,

E(·) : L∞
Y −→ P(L∞

X ),
T (·, ·) : L∞

Y ×L∞
X −→ P(L∞

Y ),

}

(16)

and the composition correspondence,

v −→ U (v) :=
{
T (v, x(·)) : x(·) ∈ E(v)

}
. (17)

Here, the notation P(L∞
X ) denotes the collections of all nonempty subsets of L∞

X (and
similarly for P(L∞

Y )). We will use the notation P∗f (L∞
X ) to denote the hyperspace of

all nonempty, W ∗-closed (and hence, W ∗-compact) subsets of L∞
X (and similarly for

P∗f (L∞
Y )).

Let

T (·, ·) : L∞
Y ×L∞

X −→ P
(
L∞

Y
)

be a ρ∗
L∞

Y ×L∞
X

–ρ∗
L∞

Y
-upper semicontinuous correspondence. Thus, if {(vn, xn

(·), un)}n is a
sequence in GrT (·, ·) such that vn −→

ρ∗
L∞

Y

v∗, xn
(·) −→

ρ∗
L∞

X

x∗
(·), and un −→

ρ∗
L∞

Y

u∗, then (v∗, x∗
(·), u∗) ∈
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GrT (·, ·). Let U∗
L∞

Y ×L∞
X -L∞

Y
denote the collection of all such upper semicontinuous corre-

spondences. We note that, by Lemma 1 above, T (·, ·) is a K-correspondence. Next, let
E(·) ∈ UKL∞

Y -L∞
X

and consider the induced composition correspondence,

v −→ U (v) := T
(
v,E(v)

)
. (18)

We can now state our main fixed point result.

Theorem 6 (Fixed Point Theorem for Compositions of K-Correspondences) Let E(·) ∈
UKL∞

Y -L∞
X

and T (·, ·) ∈ UKL∞
Y ×L∞

X -L∞
Y

. Consider the composition correspondence

T
(·,E(·)) : L∞

Y −→ P
(
L∞

Y
)
.

The following statements are true:
(1) The correspondence v −→ U (v) := T (v,E(v)) is a K -correspondence.
(2) If (�, B�,μ) is nonatomic, then U (·) has fixed points (i.e., there exists v∗ ∈L∞

Y such
that v∗ ∈ T (v∗,E(v∗))).

Proof (1) Because E(·) ∈ UKL∞
Y -L∞

X
and T (·, ·) ∈ UKL∞

Y ×L∞
X -L∞

Y
, by Lemma 1, E(·) ∈

U∗
L∞

Y -L∞
X

, and T (·, ·) ∈ U∗
L∞

Y ×L∞
X -L∞

Y
. Thus, the composition U (·) := T (·,E(·)) is contained

in U∗
L∞

Y -L∞
Y

, and, by Lemma 1,

U (·) := T
(·,E(·)) ∈ UKL∞

Y -L∞
Y

.

(2) Because (�, B�,μ) is nonatomic and U (·) is a K-correspondence, we have by Theo-
rem 5 above that U (·) has fixed points. Therefore, there exists v∗ ∈L∞

Y such that

v∗ ∈ U
(
v∗) := T

(
v∗,E

(
v∗)). �

4 Applications
4.1 Parameterized, state-contingent games (PSGs)
4.1.1 Primitives, assumptions, and Blackwell equilibria of PSGs
We must first expand the number of spaces to take into account that now we have m
players indexed by d = 1, 2, . . . , m. For each player d, let Yd be a closed bounded interval
[–M, M], M > 0, the same for all players and equip Yd with the absolute value metric – a
metric we will continue to denote by ρ∗

Yd
.

Let L∞
R denote the Banach space of μ-equivalence classes of real-valued, essentially

bounded measurable functions equipped with the weak∗ topology (i.e., the w∗-topology),
and let L∞

Yd
be the nonempty, convex, w∗-compact, and metrizable subset of L∞

R consist-
ing of functions vd with vd(ω) ∈ Yd a.e. [μ]. Denote by L∞

Yd
the set consisting of all such

functions vd with vd(ω) ∈ Yd a.e. [μ] (i.e., L∞
Yd

is the prequotient of L∞
Yd

). We will equip L∞
Yd

with a metric, ρ∗
L∞

Yd
, compatible with the w∗-topology in L∞

Yd
inherited from L∞

R .
Next let Xd be a norm-bounded, weak∗-closed (i.e., w∗-closed), convex subset of E∗

d ,
the separable norm dual of a separable Banach space Ed , and equip Xd with metric ρ∗

Xd

compatible with the w∗-topology on Xd inherited from E∗
d . Also, letL∞

E∗
d

denote the Banach
space of μ-equivalence classes of E∗

d-valued, Bochner integrable functions equipped with
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the weak∗ topology, and let L∞
Xd

be the nonempty, convex, weak∗-compact, and metrizable
subset of μ-equivalence classes of E∗

d-valued, Bochner integrable functions xd(·) with xdω ∈
Xd a.e. [μ]. Denote by L∞

Xd
the set consisting of all E∗

d-valued, Bochner integrable functions
xd(·) with xdω ∈ Xd a.e. [μ] (i.e., L∞

Xd
is the prequotient of L∞

Xd
). We will equip L∞

Xd
with a

metric, ρ∗
L∞

Xd
, compatible with the weak∗ topology in L∞

Xd
inherited from L∞

E∗
d
.

Equip the product spaces Y := Y1 ×· · ·×Ym and X := X1 ×· · ·×Xm with the sum metrics,
denoted by ρ∗

Y :=
∑

d ρ∗
Yd

and ρ∗
X :=

∑
d ρ∗

Xd
, respectively. Also equip the product spaces Y

and X with the Borel product σ -fields, B∗
Y = B∗

Y1
× · · · × B∗

Ym and B∗
X = B∗

X1
× · · · × B∗

Xm ,
generated by the ρ∗

Y - and ρ∗
X-open sets in Y and X, respectively.

Finally, let L∞
F∗ := L∞

F∗
1
× · · · ×L∞

F∗
m

and L∞
Y := L∞

Y1
× · · · ×L∞

Ym with Yd ⊂ F∗
d for all d and

let L∞
Yd

and L∞
F∗

d
denote their prequotients. Equip L∞

Y with the sum metric ρ∗
L∞

Y
:=
∑

d ρ∗
L∞

Yd
,

and note that on the prequotient L∞
Y , ρ∗

L∞
Y

is a semimetric. Similarly, let L∞
E∗ := L∞

E∗
1
×· · ·×

L∞
E∗

m
and L∞

X := L∞
X1

× · · · × L∞
Xm with Xd ⊂ E∗

d for all d and let L∞
Xd

and L∞
E∗

d
denote their

prequotients. Equip L∞
X with the sum metric, ρ∗

L∞
X

:=
∑

d ρ∗
L∞

Xd
, and again note that on the

prequotient L∞
X , ρ∗

L∞
X

is a semimetric.
Label the assumptions above [A-1].

A parameterized, state-contingent game (denoted by PSG) consists of a v-
parameterized collection of strategic form games, GL∞

Y
:= {Gv : v ∈L∞

Y }, with each v-game
Gv being specified by primitives

Gv :=
(
L∞

Xd
,S∞(


d(·, vd)
)
, Ud(vd, ·, x–d(·))

)
d. (19)

Letting (�, B�,μ) be the underlying probability space of states ω, where � is a complete,
separable metric space, B� is the Borel σ -field, and μ is a nonatomic probability measure,
in the v-game Gv, each player d ∈ D, seeks to choose a feasible state-contingent action (i.e.,
feasible strategy)

xd(·) ∈ S∞(

d(·, vd)

)⊂L∞
Xd

, (20)

so as to maximize player d′’s expected payoff

Ud(vd, xd(·), x–d(·)) :=
∫

�

ud(ω, vd, xdω, x–dω) dμ(ω), (21)

given player d’s value function vd ∈ L∞
Yd

, and the state-contingent actions x–d(·) ∈ L∞
X–d

of
the other players.i Also S∞(
d(·, vd)) denotes the collection of μ-equivalence classes of
measurable selections of the state-contingent constraint correspondence, 
d(·, vd). A typ-
ical element of a μ-equivalence class of S∞(
d(·, vd)) is a function xd(·) ∈ L∞

Xd
such that

xdω ∈ 
d(ω, vd) a.e. [μ]. Here, Y := Y1 × · · · × Ym ⊂ Rm is the set of all possible player pay-
off profiles, and for each player d = 1, 2, . . . , m, we have for each possible state-contingent
action profile (xd(·), x–d(·)) ∈L∞

Xd
×L∞

X–d
that

Ud(vd, xd(·), x–d(·)) :=
∫

�

ud(ω, vd, xdω, x–dω) dμ(ω) ∈ Yd = [–M, M], M > 0.

We will assume the following concerning a parameterized game GL∞
Y

:= {Gv : v ∈ L∞
Y }.

Label these assumptions [PSG-1].



Page and Fu Fixed Point Theory and Applications         (2020) 2020:14 Page 14 of 28

(1) (ω, vd) −→ 
d(ω, vd) is player d’s Caratheodory action constraint correspondence,
defined on � ×L∞

Yd
taking nonempty, convex, and ρ∗

Xd
-compact values in Xd ,

ρ∗
L∞

Yd
–ρ∗

Xd
-continuous in vd for each ω ∈ � and measurable in ω for each vd ∈L∞

Yd
.

(2) vd −→ S∞(
d(·, vd)) is player d’s ρ∗
L∞

Yd
–ρ∗

L∞
Xd

-continuous strategy constraint
correspondence, defined on L∞

Yd
taking nonempty, convex, and ρ∗

L∞
Xd

-compact values
in L∞

Xd
, with values consisting of μ-equivalence classes of strategies xd(·) ∈ L∞

Xd
such

that xdω ∈ 
d(ω, vd) a.e. [μ].
(3) xd −→ ud(ω, vd, xd, x–d) is player d’s Caratheodory payoff function, defined on

� ×L∞
Yd

× X taking values in Yd (measurable in ω and weak∗ continuous in (vd, x)
on L∞

Yd
× X), with ud(ω, vd, ·, x–d) quasiconcave in xd given state ω, value function

vd ∈L∞
Yd

, and other players’ actions x–d ∈ X–d , where for each (vd, x(·)) ∈L∞
Yd

×L∞
X

player d’s induced state-contingent payoff function, ud(·, vd, x(·)), is contained in L∞
Yd

,
and is ρ∗

L∞
Yd

×L∞
X

–ρ∗
L∞

Yd
-continuous (i.e., vn

d −→
ρ∗
L∞

Yd

v∗
d and xn

(·) −→
ρ∗
L∞

X

x∗
(·), then

u(·, vn, xn
(·)) −→

ρ∗
L∞

Y

u(·, v∗, x∗
(·))).

An excellent example of a PSG satisfying assumptions [PSG-1] as well as assumptions
[A-1] is the one-shot game underlying any nonatomic discounted stochastic game satis-
fying the Nowak–Raghavan assumptions (see Nowak and Raghavan [1]). We will provide
just such an example below.

A Blackwell equilibrium of a parameterized game GL∞
Y

is defined as follows:

Definition 5 (Blackwell Equilibrium – Selection Form) Let GL∞
Y

be a PSG satisfying as-
sumptions [A-1] and [PSG-1]. A value function-strategy profile (v∗, x∗

(·)) ∈ L∞
Y ×L∞

X is a
Blackwell equilibrium of GL∞

Y
provided for each player d,

v∗
d = ud(·, v∗

d, x∗
d(·), x∗

–d(·))
and
Ud(v∗

d, x∗
d(·), x∗

–d(·)) = maxxd(·)∈S∞(
d(·,v∗
d)) Ud(v∗

d, xd(·), x∗
–d(·)).

⎫
⎪⎬

⎪⎭
(22)

By Theorem 2.2 in Hiai and Umegaki [23], we have that

maxxd(·)∈S∞(
d(·,v∗
d)) Ud(v∗

d, xd(·), x∗
–d(·))

:= maxxd(·)∈S∞(
d(·,v∗
d))
∫
�

ud(ω, v∗
d, xdω, x∗

–dω) dμ(ω)
=
∫
�

maxxd∈
d(ω,v∗
d) ud(ω, v∗

d, xd, x∗
–dω) dμ(ω).

⎫
⎪⎬

⎪⎭
(23)

Thus, in state-contingent form, an equivalent way of writing down the definition of a
Blackwell equilibrium of a parameterized game GL∞

Y
is the following:

Definition 6 (Blackwell Equilibrium – State-Contingent Form) Let GL∞
Y

be a PSG satis-
fying assumptions [A-1] and [PSG-1]. A value function-strategy profile (v∗, x∗

(·)) ∈ L∞
Y ×

L∞
X is a Blackwell equilibrium provided for each player d and a.e. [μ] in ω,

v∗
d(ω) = ud(ω, v∗

d, x∗
dω, x∗

–dω)
and
ud(ω, v∗

d, x∗
dω, x∗

–dω) = maxxd∈
d(ω,v∗
d) ud(ω, v∗

d, xd, x∗
–dω).

⎫
⎪⎬

⎪⎭
(24)
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The first condition in expression (24) above requires that each player’s value function
v∗

d(·) satisfies state by state a.e. [μ] the Bellman equation

v∗
d(ω) = ud

(
ω, v∗

d, x∗
ω

)
, (25)

given players’ Nash equilibrium strategy profile

x∗
(·) :=

(
x∗

1(·), . . . , x∗
m(·)

) ∈ S∞(

1(·, v1)

)× · · · × S∞(

m(·, vm)

)⊂L∞
X .

The second condition in expression (24) above requires that each player’s strategy x∗
d(·) ∈

S∞(
d(·, vd)) ⊂L∞
Xd

satisfies state by state a.e. [μ] the Nash condition

ud
(
ω, v∗

d, x∗
dω, x∗

–dω

)
= max

xd∈
d(ω,v∗
d)

ud
(
ω, v∗

d, xd, x∗
–dω

)
, (26)

given player d′s value function vd ∈ L∞
Yd

, and the strategies of the other players x∗
–d(·) ∈

S∞(
–d(·, v–d)) ⊂L∞
X–d

.
Under assumptions [A-1] and [PSG-1], we know that each (ω, v)-game,

G(ω,v) :=
(
Xd,
d(ω, vd), ud(ω, vd, ·, x–d)

)
d

has a nonempty, ρ∗
X -compact set of Nash equilibria, denoted by N (ω, v). Moreover, by the

Berge maximum theorem and the measurable maximum theorem (see 17.31 and 18.19 in
Aliprantis and Border [22]), we know that the collection of (ω, v)-games G�×L∞

Y
:= {G(ω,v) :

(ω, v) ∈ � × L∞
Y } has a Nash correspondence (ω, v) −→ N (ω, v) and an associated Nash

payoff correspondence (ω, v) −→P(ω, v) that are upper Caratheodory (i.e., jointly measur-
able in (ω, v) and upper semicontinuous in v with nonempty compact values). Here, for
each (ω, v) ∈ � ×L∞

Y , we have that

P(ω, v) := u
(
ω, v,N (ω, v)

)

:=
{

u ∈ Y : u =
(
u1(ω, v1, x), . . . , um(ω, vm, x)

)
: x ∈N (ω, v)

}
.

(27)

Let G�×L∞
Y

denote the collection of (ω, v)-games underlying the parameterized game
GL∞

Y
. We have that (v∗, x∗

(·)) ∈L∞
Y ×L∞

X is a Blackwell equilibrium of parameterized game
GL∞

Y
if and only if

(
v∗(ω), x∗

ω

) ∈P
(
ω, v∗)×N

(
ω, v∗) a.e. [μ]. (28)

Moreover, letting

S∞(Pv) :=
{

u ∈L∞
Y : u(ω) ∈P(ω, v) a.e. [μ]

}
(29)

and

S∞(Nv) :=
{

x(·) ∈L∞
X : xω ∈N (ω, v) a.e. [μ]

}
, (30)
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be the Nash selection correspondences, we have that (v∗, x∗
(·)) ∈ L∞

Y × L∞
X is a Blackwell

equilibrium of parameterized game GL∞
Y

if and only if

(
v∗, x∗

(·)
) ∈ S∞(Pv∗ ) × S∞(Nv∗ ), (31)

where S∞(P(·)) is the Nash payoff selection correspondence and S∞(N(·)) is the Nash se-
lection correspondence.

Finally, we note that for any u ∈ S∞(Pv), we can deduce the existence of Nash strategy
profile x(·) ∈ S∞(Nv) such that u(ω) = u(ω, v, xω) a.e. [μ] using implicit measurable selec-
tion (see Theorem 7.1 in Himmelberg [24]). Thus, a necessary and sufficient condition
for parameterized game GL∞

Y
to have a Blackwell equilibrium is that there exist a v∗ ∈L∞

Y

such that v∗ ∈ S∞(Pv∗ ).

4.1.2 Best strategy response correspondences
Given a Blackwell equilibrium (v∗, x∗

(·)), belonging to a parameterized GL∞
Y

, we have by the
Nash condition above (26) and by Theorem 2.2 in Hiai and Umegaki [23] that for each
player d and a.e. [μ] in ω,

x∗
dω ∈ arg maxxd∈
d(ω,v∗

d)) ud(ω, v∗
d, xd, x∗

–dω),
or equivalently,
x∗

d(·) ∈ arg maxxd(·)∈S∞(
d(·,v∗
d))
∫
�

ud(ω, v∗
d, xdω, x∗

–dω) dμ(ω)
= arg maxxd(·)∈S∞(
d(·,v∗

d)) Ud(v∗
d, xd(·), x∗

–d(·)).

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(32)

Under assumptions [A-1] and [PSG-1], we have for each player d that the strategy con-
straint correspondence

vd −→ S∞(

d(·, vd)

)

is continuous and because vn
d −→

ρ∗
L∞

Yd

vd and xn
(·) −→

ρ∗
L∞

X

x(·) imply (via assumption [PSG-1](3)

above) that Ud(vn
d, xn

(·)) −→
R

Ud(vd, x(·)), i.e., because the real-valued function Ud(·, ·) is
ρ∗
L∞

Yd
×L∞

X
-continuous on L∞

Yd
× L∞

X , we have by Berge’s maximum theorem (see 17.31 in
Aliprantis and Border [22]) that player d′’s best strategy response correspondence (i.e., the
argmax correspondence)

(vd, x–d(·)) −→ Bd(vd, x–d(·)) := arg max
x′

d(·)∈S∞(
d(·,vd))
Ud

(
vd, x′

d(·), x–d(·)
)

is upper semicontinuous and takes nonempty and ρ∗
L∞

Xd
-compact values. Moreover, be-

cause Ud(vd, ·, x–d(·)) is quasiconcave on L∞
Xd

and because S∞(
d(·, vd)) is convex-valued,
we have that player d′’s best strategy response correspondence Bd(·, ·) is a CUSCO∗ (i.e.,
is a convex valued USCO∗; see Hola and Holy [18]). Thus, the best strategy response cor-
respondence B(·, ·) : L∞

Y × L∞
X −→ P∗fc(L∞

X )j belonging to the parameterized GL∞
Y

, given
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by

B(v, x(·)) := B(v1, x–1(·)) × · · · ×B(vm, x–m(·))
where for each player d = 1, . . . , m,
Bd(vd, x–d(·))

:= {xd(·) ∈L∞
Xd

: xd(·) ∈ arg maxx′
d(·)∈S∞(
d(·,vd)) Ud(vd, x′

d(·), x–d(·))},

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(33)

is also a CUSCO∗ but one defined onL∞
Y ×L∞

X with nonempty, convex, and ρ∗
L∞

X
-compact

values in S∞(
(·, vd)) ⊂L∞
X , implying that players’ best strategy response correspondence

B(v, ·) is a CUSCO∗ for each possible profile of player value functions v. Moreover, the
players’ best strategy response CUSCO∗ has associated with it a fixed point correspon-
dence

v −→ EB(v) =
{

x(·) ∈L∞
X : x(·) ∈ B(v, x(·))

}
. (34)

(see 17.28 in Aliprantis and Border [22]). By the Kakutani–Fan–Glicksberg fixed point
theorem (see 17.55 in Aliprantis and Border [22]), we know that each v-BSR CUSCO∗

B(v, ·) : L∞
X −→ P∗fc(L∞

X ) has a nonempty, ρ∗
L∞

X
-compact set of fixed points. Thus, EB(·)

takes nonempty values, and because B(·, ·) is a CUSCO∗, and therefore because B(·, ·) has
a weak∗ closed graph in L∞

Y × L∞
X × L∞

X , it is easy to show that EB(·) has a weak∗ closed
graph in L∞

Y × L∞
X , implying that EB(·) is an USCO∗ (see Hola and Holy [18]) and takes

decomposable values in L∞
X . By Lemma 1 above EB(·) is a K-correspondence. It then fol-

lows from Theorems 1–6 above that the correspondence v −→ U (v) = T (v,EB(v)) has fixed
points in L∞

Y .
Moreover, because EB(v) = S∞(Nv) and T (v,EB(v)) = S∞(Pv) for all v ∈ L∞

Y , where
S∞(N(·)) is the game’s Nash selection correspondence and where S∞(P(·)) is the game’s
Nash payoff selection correspondence, we know that the game has Blackwell equilibria,
provided there exists (v∗, x∗

(·)) ∈L∞
Y ×L∞

X with

(
v∗, x∗

(·)
) ∈ S∞(Pv∗ ) × S∞(Nv∗ ). (35)

Thus, for any Blackwell equilibrium (v∗, x∗
(·)), we have, for each player d and for μ-almost

every state ω, that

v∗
d(ω) = ud(ω, v∗

d, x∗
dω, x∗

–dω),
and
ud(ω, v∗

d, x∗
dω, x∗

–dω) = maxxd∈
d(ω,v∗
d) ud(ω, v∗

d, xd, x∗
–dω).

⎫
⎪⎬

⎪⎭
(36)

As we will see in the next subsection, the key facts about a one-shot PSG belonging
to a discounted stochastic game (DSG) is that it has an equilibrium strategy correspon-
dence EB(·) and an equilibrium payoff function correspondence T (·,EB(·)), that are K-
correspondences with decomposable values. These facts are particularly important be-
cause they guarantee that equilibrium payoff correspondence T (·,EB(·)) is an USCO∗, and
if μ is nonatomic then T (·,EB(·)) is an USCO∗ with contractible values – guaranteeing that
T (·,EB(·)) is approximable – and finally, that T (·,EB(·)) has fixed points in L∞

Y . Moreover,
given that for all v ∈L∞

Y ,

S∞(Nv) = EB(v) and S∞(Pv) = T
(
v,EB(v)

)
, (37)
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for the Nash selection correspondences S∞(N(·)) and S∞(P(·)), belonging to the param-
eterized game GL∞

Y
, we have that the Nash payoff selection correspondence S∞(P(·)) is

approximable and has fixed points.

4.2 Discounted stochastic games (DSGs)
For the one-shot PSG

GNR
L∞

Y
:=
{
GNR

v : v ∈L∞
Y
}

, (38)

underlying any discounted stochastic game DSGNR, satisfying the Nowak–Raghavan as-
sumptions, each v-game GNR

v is specified by the primitives

GNR
v :=

(
L∞

	(Ad),S∞(
	
(

d(·))), Ud

(
vd, ·,σ–d(·)))d. (39)

The following list of Nowak–Raghavan assumptions specializes and extends assumptions
[A-1] and [PSG-1] above:

(1) (�, B�,μ) is a probability space of states ω, where � is a complete, separable metric
space with probability measure μ defined on the Borel σ -field B�.

(2) Adis a compact metric space of actions available to player d. We will equip Ad with
metric ρAd and we will equip A := A1 × · · · × Am with the sum metric, ρA =

∑
d ρAd .

Also 	(Ad) is the compact metric space of behavioral actions available to player d
given by the set of all probability measures with support contained in Ad . We will
equip 	(Ad) with a metric ρw∗d

ca
compatible with its w∗d

ca -topology (classical narrow
topology), and we will equip 	(A) := 	(A1) × · · · × 	(Am) with the sum metric,
ρw∗

ca =
∑

d ρw∗d
ca .

(3) 
d(·) is player d’s measurable, state-contingent action constraint correspondence
(not dependent on vd ∈L∞

Y ).
(4) 	(
d(·)) is player d’s measurable, state-contingent behavioral action constraint

correspondence with

	
(

d(ω)

)
:=
{
σd ∈ 	(Ad) : σd

(

d(ω)

)
= 1 a.e. [μ]

}
. (40)

(5) L∞
	(Ad) is the collection of μ-equivalences classes of measurable functions

σd(·|·) : � −→ 	(Ad) (i.e., for ω a.e. [μ], σd(·|ω) ∈ 	(Ad)) and is the norm dual of
L1
C(Ad), where C(Ad) is the Banach space of continuous functions on compact metric

space Ad with the sup-norm (see Theorem V-2 in Castaing and Valadier [25]).
(6) S∞(	(
d(·))) is player d′ ’s behavioral strategy set given by the collection of

μ-equivalences classes of measurable functions σd(·|·) : � −→ 	(Ad) such that for ω

a.e. [μ], σd(ω) ∈ 	(Ad) and σd(
d(ω)|ω) = 1 (i.e., σd(·|ω) ∈ 	(
d(ω)) a.e. [μ]). We
will equip S∞(	(
d(·))) with a metric ρW∗d

ca
compatible with its W ∗d

ca -topology
inherited from L∞

	(Ad).
(7) S∞(	(
(·))) := S∞(	(
1(·))) × · · · × S∞(	(
m(·))) is the set of players’ strategy

profiles. We will equip S∞(	(
(·))) with the sum metric, ρW∗
ca :=

∑
d ρW∗d

ca
, and we

will denote a typical element of S∞(	(
(·))) by

σ (da|·) :=
(
σ1(da1|·), . . . ,σm(dam|·)).
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Also, given σ (da|·) := (σ1(da1|·), . . . ,σm(dam|·)) ∈ S∞(	(
(·))), for each state ω we
will denote by

πσ (da|ω) := π
(
σ1(da1|ω), . . . ,σm(dam|ω)

)
:=

m⊗

d=1

σd(dad|ω) ∈ 	
(

(ω)

)

the product probability measure determined by the m-tuple of probability measures,
(σ1(da1|ω), . . . ,σm(dam|ω)) (i.e., behavioral actions) chosen by the players in state ω.

(8) L∞
Yd

:= L∞
[–M,M] ⊂L∞

R and L∞
Y := L∞

[–M,M]m ⊂L∞
Rm is the set of players’

state-contingent payoff profiles.
(9) rd(·, ·) : � × A −→ Yd is player d′ ’s Caratheodory stage payoff function (i.e., rd(ω, ·) is

ρA-continuous on A and rd(·, a) is (B�, BYd )-measurable on � for each a).
(10) q(·|·, ·) : � × A −→ 	(�) is the law of motion defined on � × A taking values in the

space of probability measures on �, having the following properties: (i) q(·|ω, a) � μ

for all (ω, a) ∈ � × A (i.e., each probability measure q(·|ω, a) is absolutely
continuous with respect to the probability measure μ), (ii) for each E ∈ B�, q(E|·, ·) is
measurable on � × A, and (iii) the collection of probability density functions

Hμ :=
{

h(·|ω, a) : (ω, a) ∈ � × A
}

of q(·|ω, a) with respect to μ is such that for each state ω, the function
a −→ h(ω′|ω, a) is continuous in a a.e. [μ] in ω′.

(11) σd(·) −→ Ud(vd,σd(·),σ–d(·)) is player d’s expected stage payoff function given
(vd,σ–d(·)) ∈L∞

Yd
×L∞

�d′ �=d	(Ad′ ), where

Ud(vd,σ (·))

:=
∫
�

ud(ω,vd ,σ (ω))
︷ ︸︸ ︷
(1 – βd)

∫
Ard(ω, a)πσ (da|ω) + βd

∫
A[
∫

�
vd(ω′)h(ω′|ω, a) dμ(ω′)]πσ (da|ω) dμ(ω)

:=
∫
�

ud(ω, vd,σ (ω)) dμ(ω)

:=
∫
�

∫
A ud(ω, vd, a)πσ (da|ω) dμ(ω),

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(41)

where for each ω, (vd, a) −→ ud(ω, vd, a) is jointly continuous in (vd, a) on L∞
Yd

× A
(see Appendix 2).

Label the assumptions above [DSGNR].
Sometimes we will write σ1(ω) ⊗ · · · ⊗ σm(ω) rather than σ1(da1|ω) ⊗ · · · ⊗ σm(dam|ω)

to denote the product probability measure determined by σ (da|·) := (σ1(da1|·), . . . ,
σm(dam|·)) ∈ S∞(	(
(·))). Also, we will write

π
(
σd(·),σ–d(·)) = π

(
σ–d(·))⊗ σd(·) = π

(
σ–d(·))⊗ σd(dad|·),

where π (σ–d(·)) :=
⊗

d′∈D\{d} σd′ (·). Note that Ud(vd,σd(·),σ–d(·)) is linear in σd(·) ∈L∞
	(Ad).

In order to show that the parameterized, one-shot game GNR
L∞

Y
, underlying any Nowak–

Raghavan discounted stochastic gameDSGNR, has Blackwell equilibria, it suffices to verify
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that each player d has a state-contingent, expected stage payoff function

ud(·, vd,σ (·))
:=
∫

A[(1 – βd)rd(·, a) + βd
∫
�

vd(ω′)h(ω′|·, a) dμ(ω′)]
︸ ︷︷ ︸

ud(·,vd ,a)

πσ (da|·)

:=
∫

A
ud(·, vd, a)πσ (da|·)

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(42)

satisfying assumption [PSG-1](3) above.

Theorem 7 (Continuity of Players’ State-Contingent Payoff Functions) Consider a
DSGNR having a one-shot game GNR

v satisfying assumptions [DSGNR] with players’ state-
contingent payoff function profile

(
v,σ (·))−→ u

(·, v,σ (·)) := (u1
(·, v1,σ (·)), . . . , um

(·, vm,σ (·)) ∈L∞
Y .

If {(vn,σ n(·))}n is a sequence of value function-strategy profile pairs in L∞
Y × S∞(	(
(·)))

such that vn −→
ρw∗

v∗and σ n(·) �⇒
ρW∗ca

σ ∗(·), then the sequence of state-contingent, expected stage

payoff functions in (42),

{
u
(·, vn,σ n(·))}n ⊂L∞

Y ,

ρw∗ -converges to u(·, v∗,σ ∗(·)) ∈L∞
Y .

Proof Let {(vn,σ n(·))}n ⊂L∞
Y × S∞(	(
(·))) be a sequence such that

vn −→
ρw∗

v∗ ∈L∞
Y

and
σ n(·) �⇒

ρW∗ca

σ ∗(·) ∈ S∞(	(
(·))).

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(43)

By Balder [26], we have for every subsequence {(vnk ,σ nk (·))}k of {(vn,σ n(·))}n, a further
subsequence {(vnkr ,σ nkr (·))}r such that

vnkr −→
K

v∗ and σ nkr (·) −→
ρw∗ca

-K
σ ∗(·). (44)

First, consider the sequence {Rd(·,σ n(·))}n ⊂L∞
Yd

where

Rd
(
ω,σ n(ω)

)
:=
∫

A
rd(ω, a)πσ n(da|ω). (45)

Because σ n(·) �⇒
ρW∗ca

σ ∗(·), by the linearity of the integral in (45), we have for any subsequence

{σ nk (·)}k of {σ n(·)}n that

Rd

(

ω,
1
k

k∑

r=1

σ nr (ω)

)

=
1
k

k∑

r=1

Rd
(
ω,σ nr (ω)

)
.
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Thus, because σ n(·) �⇒
ρW∗ca

σ ∗(·), we have by the linearity of the integral in (45), that

for every subsequence {Rd(·,σ nk (·))}k of {Rd(·,σ n(·))}n, there is a further subsequence
{Rd(·,σ nkr (·))}r such that {Rd(·,σ nkr (·))}r K converges to R∗

d(·) = Rd(·,σ ∗(·)) ∈ L∞
Yd

. Thus,
by (1) ⇐⇒ (2) of Balder [26], we have that for each player d,

Rd
(·,σ n(·))−→

ρw∗
d

Rd
(·,σ ∗(·)).

Next, consider

V (ω, vd, a) :=
∫

�

vd
(
ω′)h

(
ω′|ω, a

)
dμ

(
ω′). (46)

For v∗
d ∈L∞

Yd
, by arguments similar to those immediately above, we have for each player d

that

V
(·, v∗

d,σ n(·)) :=
∫

A
V
(·, v∗

d, a
)
πσ n(da|·)

−→
ρw∗

d

∫

A
V
(·, v∗

d, a
)
πσ ∗(da|·) := V

(·, v∗
d,σ ∗(·)). (47)

Finally, because (L∞
Yd

× A,ρw∗
d×A) is a compact metric space and because for each ω ∈ �,

V (ω, ·, ·) is continuous on L∞
Yd

× A, we have for each ω ∈ �, that V (ω, ·, ·) is uniformly
continuous on L∞

Yd
× A for each d (see proof of Theorem A.1 in Appendix 2). This implies

that for any ε > 0, there exists a δε > 0 such that for any d and any pair, (vd, a) and (v′
d, a′)

in L∞
Yd

× A with

ρw∗
d×A

(
(vd, a),

(
v′

d, a′)) := ρw∗
d

(
vd, v′

d
)

+ ρA
(
a, a′) < δε ,

we have |V (ω, vd, a) – V (ω, v′
d, a′)| < ε. Because for each player d, vn

d −→
ρw∗

d

v∗
d (i.e.,

ρw∗
d
(vn

d, v∗
d) −→ 0), we can choose Nε sufficiently large so that for n > Nε ,

∣∣V
(
ω, vn

d, a
)

– V
(
ω, v∗

d, a
)∣∣ < ε for each d and for all a ∈ A.

We have therefore, for each d and for each n > Nε ,

∣∣∣∣

∫

A
V
(
ω, vn

d, a
)
πσ n(da|ω) –

∫

A
V
(
ω, v∗

d, a
)
πσ n(da|ω)

∣∣∣∣

≤
∫

A

∣∣V
(
ω, vn

d, a
)

– V
(
ω, v∗

d, a
)∣∣πσ n(da|ω)

≤ ε

∫

A
πσ n(da|ω)

= ε.

Thus, we have for each d and for each ω ∈ �,
∫

A
V
(
ω, vn

d, a
)
πσ n(da|ω) −→

∫

A
V
(
ω, v∗

d, a
)
πσ n(da|ω),
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implying that for each d,
∫

A
V
(·, vn

d, a
)
πσ n(da|·) −→

ρw∗
d

∫

A
V
(·, v∗

d, a
)
πσ n(da|·). (48)

Together expressions (47) and (48) imply that for each d,

V
(·, vn

d,σ n(·)) :=
∫

A
V
(·, vn

d, a
)
πσ n(da|·) :=

∫

A

[∫

�

vn
d
(
ω′)h

(
ω′|·, a

)
dμ

(
ω′)

]
πσ n(da|·)

−→
w∗

d
∫

A

[∫

�

v∗
d
(
ω′)h

(
ω′|·, a

)
dμ

(
ω′)

]
πσ ∗(da|·) :=

∫

A
V
(·, v∗

d, a
)
πσ ∗(da|·) := V

(·, v∗
d,σ ∗(·)).

We have, therefore, for each d that vn
d −→

ρw∗
d

v∗
d and σ n(·) �⇒

ρW∗ca

σ ∗(·) imply that

ud(·, vn
d,σ n(·)) := (1 – βd)Rd(·,σ n(·)) + βdV (·, vn

d,σ n(·))
−→

w∗
d

(1 – βd)Rd(·,σ ∗(·)) + βdV (·, v∗
d,σ ∗(·)) := ud(·, v∗

d,σ ∗(·)).

⎫
⎪⎪⎬

⎪⎪⎭
(49)

�

Because Y is bounded and because vn −→
ρw∗

v∗ and σ n(·) �⇒
ρW∗ca

σ ∗(·) imply that

u
(·, vn,σ n(·))−→

ρw∗
u
(·, v∗,σ ∗(·)),

we have that

U
(
vn,σ n(·)) =

∫

�

u
(
ω, vn,σ n(ω)

)
dμ(ω) −→

ρ∗
Y

∫

�

u
(
ω, v∗,σ ∗(ω)

)
dμ(ω) = U

(
v∗,σ ∗(·)).

Thus, by Theorems 1–6 above, the correspondence

v −→ T
(
v,EB(v)

)
:=
{

u
(·, v,σ (·)) ∈L∞

Y : σ (·) ∈ EB(v)
}

has fixed points in L∞
Y , and because T (v,EB(v)) = S∞(Pv) for all v ∈ L∞

Y , where S∞(P(·))
is the one-shot game’s (i.e., GNR

L∞
Y

) Nash payoff selection correspondence, we know that the
game has a Blackwell equilibrium – a pair (v∗,σ ∗(·)) ∈L∞

Y ×L∞
	(A) such that

(
v∗,σ ∗(·)) ∈ S∞(Pv∗ ) × S∞(Nv∗ ). (50)

Thus, we have for each player d and for μ-almost every state ω that

v∗
d(ω) = ud(ω, v∗

d, (σ ∗
d (ω),σ ∗

–d(ω)))
and
ud(ω, v∗

d, (σ ∗
d (ω),σ ∗

–d(ω))) = maxσd∈	(
d(ω)) ud(ω, v∗
d, (σd,σ ∗

–d(ω))).

⎫
⎪⎬

⎪⎭
(51)

The following theorem, our main result on the existence of stationary Markov perfect
equilibria for uncountable-compact DSGs satisfying the Nowak–Raghavan assumptions,
summarizes the discussion above.
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Theorem 8 (All Nonatomic Nowak–Raghavan DSGs Have Stationary Markov Per-
fect Equilibria) Consider a DSGNR satisfying assumptions [DSGNR] with (�, B�,μ)
nonatomic, having a one-shot game GNR

v given by

GNR
L∞

Y
:=
{(
L∞

	(Ad),S∞(
	
(

d(·))), Ud

(
vd, ·,σ–d(·)))d

}
v∈L∞

Y
,

where

Ud
(
vd,σd(·),σ–d(·))

:=
∫

�

ud
(
ω,vd ,σ (ω)

)

︷ ︸︸ ︷

(1 – βd)
∫

A
rd(ω, a)πσ (da|ω) + βd

∫

A

[∫

�

vd
(
ω′)h

(
ω′|ω, a

)
dμ

(
ω′)

]
πσ (da|ω) dμ(ω).

Then GNR
L∞

Y
has Blackwell equilibria and DSGNR has stationary Markov perfect equilib-

ria.

5 Main conclusions
Focusing on composition correspondences of the following type:

v −→ U (v) :=
{
T (v, x(·)) : x(·) ∈ E(v)

}
:= T

(
v,E(v)

)
, (52)

where E(·) : L∞
Y −→ P(L∞

X ) and T (·, ·) : L∞
Y ×L∞

X −→ P(L∞
Y ) are K-correspondences, we

show that if the probability space of states (�, B�,μ), underlying the function spaces L∞
Y

and L∞
X , is equipped with a nonatomic probability measure μ, then for each v ∈ L∞

Y ,
T (v,E(v)) is contractible with respect to the compatibly metrized weak∗ topologies, and, as
a consequence, the composition correspondence T (·,E(·)) is approximable and has fixed
points.

Next, we consider a discounted stochastic game DSG , satisfying the Nowak–Raghavan
assumptions, with underlying parameterized, state-contingent, one-shot game GNR

L∞
Y

, with
Nash selection correspondence v −→ S∞(Nv), and Nash payoff selection correspondence
v −→ S∞(Pv). We show that if the correspondence E(·) in expression (52) is given by

v −→ EB(v) :=
{

x(·) ∈L∞
X : x(·) ∈ B(v, x(·))

}
,

where B(·, ·): L∞
Y × L∞

X −→ P∗f (L∞
X ) is the best strategy response correspondence

(a CUSCO∗) belonging to the DSG ′s parameterized, state-contingent, one-shot game
GNR
L∞

Y
, then EB(·) and T (·,EB(·)) are K-correspondences with

S∞(Nv) = EB(v) and S∞(Pv) = T
(
v,EB(v)

)
.

Therefore, if the DSG has a probability space of states (�, B�,μ), equipped with a
nonatomic probability measure μ, then, by our Theorem 6, the Nash payoff selection cor-
respondence v −→ S∞(Pv) = T (v,EB(v)) has fixed points. By Blackwell’s theorem [3], it
then follows that the nonatomic, Nowak–Raghavan DSG to which S∞(P(·)) belongs has
stationary Markov perfect equilibria. All of this is true provided the DSG satisfies the
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Nowak–Raghavan assumptions. It then suffices to show that each player’s state-contingent
payoff function

ud
(·, vd,σ (·)) := (1 – βd)

∫

A
rd(·, a)πσ (da|·)

+ βd

∫

A

[∫

�

vd
(
ω′)h

(
ω′|·, a

)
dμ

(
ω′)

]
πσ (da|·)

is sequentially weak∗ continuous. Thus, we show in Theorem 7 that if vn −→
ρw∗

v∗and

σ n(·) �⇒
ρW∗ca

σ ∗(·), then u(·, vn,σ n(·)) −→
ρw∗

u(·, v∗,σ ∗(·)).

Appendix 1: Measurability and integrability of Banach space valued functions
Recall the set-up: (�, B�,μ) is a probability space of states (not necessarily nonatomic),
where � is Polish with probability measure μ defined on the Borel σ -field B�, and Y is
a norm-bounded, weak∗-closed (i.e., w∗-closed), convex subset of F∗, the norm dual of a
separable Banach space F , with F∗ having the Radon–Nikodym property.

(1) Because F is separable, F∗ is (norm-) separable if and only if F∗ has the Radon–
Nikodym property (Bourgin [27], Theorem 5.2.12). Moreover, F∗ has the Radon–Nikodym
property if and only if for each μ-continuous vector measure G : B� −→ F∗ of bounded
variation, there exists an integrable function g ∈ L1

F∗ such that for all A ∈ B�,

G(A) =
∫

A
g(ω) dμ(ω)

(Diestel and Uhl [11]).
(2) A function v : � −→ F∗ is (a) strongly measurable if there exists a sequence {ϕn}n of

F∗-valued, (B�-measurable) simple functions such that

∥∥v(ω) – ϕn(ω)
∥∥∗ −→ 0 a.e. [μ],

(b) scalarly or weakly measurable if ω −→ 〈l, v(ω)〉 is (B�, BR)-measurable for all l ∈ E,
where BR is the Borel σ -field in R (the real numbers), and (c) (B�, Bw∗ )-measurable if for
all Borel sets B ∈ Bw∗ ,

v–1(B) :=
{
ω ∈ � : v(ω) ∈ B

} ∈ B�,

where Bw∗ is the Borel σ -field generated by the w∗-topology in F∗. By Lemma 11.37 in
Aliprantis and Border [22], if v(·) is strongly measurable, then v(·) is (B�, Bw∗ )-measurable.
By the Pettis measurability theorem (Diestel and Uhl [11], p. 42) if v(�\N) is norm sepa-
rable for N ∈ B� with μ(N) = 0 (i.e., off a set of μ-measure zero), then the range of v(·)
is norm separable and if v(·) is (B�, Bw∗ )-measurable, then v(·) is strongly measurable.
In addition, by Proposition A.1 in Cornet and Martin-da-Rocha [28], v(·) is (B�, Bw∗ )-
measurable if and only if v(·) is scalar measurable. Thus, letting L∞

Y (the prequotient of
L∞

Y ) be the set of all (B�, Bw∗ )-measurable functions defined on � taking values a.e. [μ] in
the w∗-closed and ‖ · ‖∗-bounded subset Y of the norm dual F∗, we have for each v(·) ∈ L∞

Y

that v(·) is strongly measurable because v(�\N) ⊆ Y for N ∈ B� with μ(N) = 0 and, by
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Theorem 7.7 in Kahn [29], Y is ‖ · ‖∗-separable. Thus, each function v(·) in the prequo-
tient space L∞

Y of (B�, Bw∗ )-measurable functions defined on � and taking values a.e. [μ]
in the w∗-compact subset Y of the norm dual F∗ is not only (B�, Bw∗ )-measurable, but also
scalarly measurable, as well as strongly measurable.

(3) Given probability space (�, B�,μ), a strongly measurable F∗-valued function f is
Bochner integrable if there is a sequence of simple functions {ϕn}n such that

∫

�

∥∥f (ω) – ϕn(ω)
∥∥∗ dμ(ω) = 0.

If f is Bochner integrable, then for each A ∈ B�,
∫

A f dμ is defined by

∫

A
f (ω) := lim

n

∫

A
ϕn(ω) dμ(ω),

where the last limit is in the norm topology on F∗ (i.e., the ‖ · ‖∗-topology). By The-
orem 2 of Diestel and Uhl [11] (p. 45), a strongly measurable, F∗-valued function f is
Bochner integrable if and only if its real-valued norm function ‖f (·)‖∗ is integrable, i.e.,
∫
�

‖f (ω)‖∗ dμ(ω) < ∞.
Let L∞

F∗ denote the Banach space of μ-equivalence classes of Bochner integrable func-
tions v : � −→ F∗ such that

‖v‖∞ := ess sup
{∥∥v(ω)

∥∥∗ : ω ∈ �
}

< ∞,

and let L1
F denote the Banach space of μ-equivalence classes of Bochner integrable func-

tions (with prequotient L1
F ) l : � −→ F such that

∥∥l(ω)
∥∥

1 :=
∫

�

∥∥l(ω)
∥∥dμ(ω) < ∞.

Because F∗ has the Radon–Nikodym property, it follows from Theorem 1 of Diestel and
Uhl [11] (p. 98) that L∞

F∗ is the norm dual of L1
F .

Appendix 2: Continuity of payoff functions
Theorem A.1 (Continuity of Payoff Functions) Suppose assumptions [DSGNR] hold. Con-
sider a DSG with underlying state-contingent game G�×L∞

Y
, given by

G�×L∞
Y

:=
{(

Ad,
d(ω), ud(ω, vd, ·))d : (ω, v) ∈ � ×L∞
Y
}

,

where

ud(ω, vd, a) := (1 – βd)rd(ω, a) + βd

∫

�

vd
(
ω′)h

(
ω′|ω, a

)
dμ

(
ω′),

and

(v, a) −→ u(ω, v, a) :=
(
u1(ω, v1, a), . . . , um(ω, vm, a)

)
.
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If {(vn, an)}n is a sequence in L∞
Y × A such that vn −→

w∗ v∗ and an −→
ρA

a∗, then in each state

ω ∈ �,

u
(
ω, vn, an)−→

Rm
u
(
ω, v∗, a∗).

Proof Let {(vn, an)}n be a sequence such that vn −→
w∗ v∗ and an −→

ρA
a∗. Let ω be given and

fixed, and observe that for each player d:

|ud(ω, vn
d, an) – ud(ω, v∗

d, a∗)|R
≤ |ud(ω, vn

d, an) – ud(ω, vn
d, a∗)|R︸ ︷︷ ︸

An

+ |ud(ω, vn
d, a∗) – ud(ω, v∗

d, a∗)|R︸ ︷︷ ︸
Bn

.

⎫
⎪⎬

⎪⎭
(53)

We will carry out our proof for one player d, keeping in mind that the argument holds
for all players simultaneously. Consider Bn first. We have

Bn = βd

∣∣∣∣

∫

�

vn
d
(
ω′)q

(
ω′|ω, a∗)dμ

(
ω′) –

∫

�

v∗
d
(
ω′)q

(
ω′|ω, a∗)dμ

(
ω′)

∣∣∣∣
R

. (54)

Let h(·|ω, a∗) be a density of q(·|ω, a∗) with respect to μ. Given that h(·|ω, a∗) ∈ L1
R and

vn
d −→

w∗
d

v∗
d , where {vn

d}n ⊂L∞
Yd

⊂L∞
R we have

∫
�

vn
d(ω′)q(ω′|ω, a∗) dμ(ω′) =

∫
�

vn
d(ω′)h(ω′|ω, a∗) dμ(ω′)

−→ ∫
�

v∗
d(ω′)h(ω′|ω, a∗) dμ(ω′) =

∫
�

v∗
d(ω′)q(ω′|ω, a∗) dμ(ω′).

}

(55)

Thus, Bn n−→ 0.
Next, consider An. We have

An ≤ (1 – βd)|rd(ω, an) – rd(ω, a∗)|R︸ ︷︷ ︸
An

1

+ βd|
∫
�

vn
d(ω′)q(ω′|ω, an) dμ(ω′) –

∫
�

vn
d(ω′)q(ω′|ω, a∗) dμ(ω′)|R︸ ︷︷ ︸

An
2

.

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(56)

Continuity of rd(ω, ·) and an −→
ρA

a∗ imply that An
1

n−→ 0. To see that An
2

n−→ 0, observe that

| ∫
�

vn
d(ω′)q(ω′|ω, an) dμ(ω′) –

∫
�

vn
d(ω′)q(ω′|ω, a∗) dμ(ω′)|

≤ M‖q(·|ω, an) – q(·|ω, a∗)‖∞
n−→ 0.

⎫
⎬

⎭
(57)

�
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Endnotes
a See Appendix 1 for a definition and a discussion of Banach space valued Bochner integrable functions.
b A correspondence is approximable if it has a graph about which, for any ε > 0, an open ε-ball can be placed

containing the graph of a continuous function (see De Blasi and Myjak [30], and Cellina [31]).
c We will often refer to anm-playerDSG having an uncountable state space and compact metric action spaces as

an uncountable-compactDSG .
d An USCO is an upper semicontinuous correspondence taking nonempty compact values (e.g., see Hola and Holy

[18]). A weak∗ USCO, is an USCO where upper semicontinuity is with respect to weak∗ topologies (USCO∗).
e See Appendix 1 for a discussion of measurability and Bochner integrability.
f We will assume that the subset X of the dual Banach space E∗ is norm bounded by MX (i.e., each x ∈ X , ‖x‖ ≤ MX ).
g Local connectedness differs from connectedness. To see this, note, for example, that the set E in R given by

E = [0, 1)∪ (1, 2] is locally connected but not connected (because E is equal to the union of two disjoint, half-open
intervals). While the set G in R2 given by

G :=
{
(x, 0),

(
x,
1
n

)
: 0≤ x ≤ 1 and n = ±1,±2, . . .

}
∪ {

(0, y), (1, y) : y ∈ R
}

is connected but not locally connected (because only the points (0, 0) and (1, 0) in G possess a collection of
connected neighborhoods). These examples are taken from Willard [32], Chap. 8.

h Unicoherent continua are particularly important to game theory because unicoherent continua are not
homeomorphic to the unit circle and therefore contain no simple closed curves. In game theory, the presence of
simple closed curves can create nonexistence-of-equilibria problems (see Levy [4]).

i In a complete separable metric space, μ is nonatomic if and only if μ({ω}) = 0.
j Here, P∗fc(L∞

X ) denotes the collection of all nonempty, convex, ρ∗
L∞
X
-closed (and hence ρ∗

L∞
X
-compact) subsets of

L∞
X .
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