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Abstract
This manuscript aims to present new results about the generalized F-contraction of
Hardy–Rogers-type mappings in a complete vector-valued metric space, and to
demonstrate the fixed-point theorems for single and pairs of generalized
F-contractions of Hardy–Rogers-type mappings. The established results represent a
significant development of numerous previously published findings and results in the
existing body of literature. Furthermore, to ensure the practicality and effectiveness of
our findings across other fields, we provide an application that demonstrates a
unique solution for the semilinear operator system within the Banach space.
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1 Introduction and preliminaries
Fixed-point theory is a beneficial blend of geometry, topology, and analysis. It has nu-
merous applications in diverse scientific disciplines, including physics, mathematical en-
gineering, economics, biology, and chemistry. Poincare [1] introduced the notion of the
fixed-point (FP) theory for the first time in 1806. Inspired by Poincare’s work, another
mathematician, Brouwer, demonstrated the FP theorem and presented a solution to the
equation τ (℘) = ℘ . In the same way, many researchers contributed to developing the FP
theory. However, Banach had a crucial role in advancing this discipline. In 1922, Banach
[2] developed a significant theorem known as the Banach contraction principle (BCP),
which holds great importance in mathematics. This principle, which is widely acknowl-
edged, has various applications in the analysis of nonlinear Volterra- and Fredholm-type
integral equations [3], nonlinear integrodifferential equations [4], nonlinear differential
systems with initial or boundary values, and systems of linear and nonlinear equations of
matrices in the context of a Banach space [5].

Moreover, many researchers expanded and generalized this contraction through diverse
methods. Hardy and Rogers [6] further developed the contraction presented by Reich and
offered a completely novel generalization of the (BCP). Vetro and Cosentino [7] intro-
duced the idea of F-contraction of Hardy–Rogers type and expanded upon the findings of
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Wardowski, for more details see [8–12]. Likewise, Naveen [13] analyzed the Wardowski
approach and investigated the common fixed-point theorem in complete metric spaces for
a pair of multivalued mappings with δ-distance generalized Fδ-multivalued contraction.
Piyachat et al. [14]) provide an example of generalized (� ,α,β)-weakly contractive map-
pings. They then establish many fixed-point theorems in the context of partially ordered
complete metric spaces.

Definition 1.1 [15] Let F : R+ →R be a mapping in a manner that
• F is increasing strictly, i.e., for every t1, t2 ∈ R

+ in a sense that F(t1) < F(t2) whenever
t1 < t2.

• For each sequence {tn}n∈N limn→∞ tn = 0 iff limn→∞ F(tn) = –∞. The sequence needs
to be of positive real numbers.

• There is k ∈ (0, 1) in such a way that limt→0+ tkF(t) = 0.
We would represent with � the set of all functions F that meet the above requirements.

Definition 1.2 [7] Suppose (Xs, dc) is a metric space. � on Xs a is self-map termed a gen-
eralized F-contraction of Hardy–Rogers type if there is ζ > 0 and F ∈ � such that

ζ + F
(
dc(�ε,�ω)

) ≤ F
(
r.dc(ε,ω) + s.dc(ε,�ε) + t.dc(ω,�ω)

+ u.dc(ε,�ω) + v.dc(ω,�ε)
)

satisfy ∀ε,ω ∈ Xs having dc(�ε,�ω) > 0, where r, s,v, t,u ∈ [0,∞), t �= 1, and r + s + t +
2v = 1.

Theorem 1.3 [7] Considering (Xs, dc) a complete metric space and � : Xs → Xs. Suppose
that � is a F-contraction of Hardy–Rogers type where t �= 1. Then, � has a FP. Further, if
r + u + v≤ 1, then � ensures its unique FP.

Perov [16] modified the classical Banach Contraction Principle (BCP) specifically for
contraction mappings in vector-valued metric spaces. The Perov FP theorem is highly
versatile and applicable in various contexts. For instance, it is employed to illustrate the ex-
istence of a solution for the semilinear operator (SLO) system. Before introducing Perov’s
findings, it is essential to establish clear definitions for the following concepts:

Definition 1.4 [16] Let Xs denotes a nonempty set, Rη represent a set of η × 1 real ma-
trices and dc : Xs × Xs →Rη , then (Xs, dc) is termed a vector-valued metric space (VvMs),
if ∀ε,ω, z ∈ Xs the following conditions are true:

(i) dc(ε,ω) � 0̂ and dc(ε,ω) = 0̂ ⇔ ε = ω;
(ii) dc(ε,ω) = dc(ω, ε);

(iii) dc(ε, z) 
 dc(ε,ω) + dc(ω, z),
where 0̂ represents a η× 1 zero matrix, � represents coordinate-wise ordering on Rη , i.e.,
μ = (μj)ηj=1, σ = (σj)ηj=1 ∈Rη , where

μ 
 σ iff μj ≤ σj, for every j ∈ {1, 2, 3, . . . ,η}

and

μ ≺ σ iff μj < σj for every j ∈ {1, 2, 3, . . . ,η}.



Sarwar et al. Fixed Point Theory Algorithms Sci Eng          (2024) 2024:6 Page 3 of 19

In the current paper, the symbol Rη
+ is used for the set of η × 1 real matrices consisting

of nonnegative elements, 
(η×η)(R+) represent the set of η×η matrices consisting of non-
negative elements, Θ is a η × η zero matrix, I is a η × η identity matrix, and θ is a η × 1
zero matrix. It is important to observe that the convergence, Cauchyness, and complete-
ness of a sequence in (VvMs) are defined in a sense that is similar to the definitions used
in a standard metric space.

Example 1 Consider the set Vs of all 2-dimensional vectors v = (v1, v2) with real com-
ponents. Define a vector-valued metric dc : Vs × Vs → R

2 such that for any two vectors
a = (a1, a2) and b = (b1, b2) in Vs, the distance dc(a, b) is given by (|a1 – b1|, |a2 – b2|). This
metric outputs a vector whose components are the absolute differences of the correspond-
ing components of a and b.

Definition 1.5 In the context of a vector-valued metric space, an open ball Br(a) centered
at a point a with radius r (where r is a vector in this case) is the set of all points b in the
space such that the vector-valued distance d(a, b) is less than r in every component.

Example 2 In our vector-valued metric space Vs, an open ball centered at a = (1, 2) with
radius r = (0.5, 0.5) would include all vectors b = (b1, b2) such that |1 – b1| < 0.5 and |2 –
b2| < 0.5.

Definition 1.6 A closed ball in a vector-valued metric space, denoted as Br(a), includes
all points b such that the vector-valued distance d(a, b) is less than or equal to r in every
component.

Example 3 In the same space Vs, a closed ball centered at a = (1, 2) with radius r = (0.5, 0.5)
would include all vectors b = (b1, b2) such that |1 – b1| ≤ 0.5 and |2 – b2| ≤ 0.5.

Let � ∈ 
(η×η)(R+) be the matrix, then � is convergent to zero iff �η → Θ as η → ∞
(see [17]).

Theorem 1.7 [17] Assume � ∈ 
(η×η)(R+) is the matrix, then these statements are equiv-
alent:

(i) � is convergent to zero;
(ii) � has eigenvalues that lie in a unit open disc, which means |μ| < 1 for every μ ∈ C

with det(� – μI) = 0;
(iii) I – � is nonsingular and

(I – �)–1 = I + � + · · · + �η + · · · .

Definition 1.8 [17] Let G = [gi,�] and Q = [qi,�] be two real n × η matrices. Then, G ≥
Q(> Q) if gi,� ≥ qi,�(> qi,�), for all 1 ≤ i ≤ n, 1 ≤ j ≤ η. If P is the null matrix and G ≥ P(> P),
then G is a positive matrix.

In the body of literature, those matrices that are convergent to zero are:
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Example 4 Let a matrix � ∈ 
(2×2)(R+) be of the form

� =

(
p w
p w

)

or � =

(
p p
w w

)

with p + w < 1 it is convergent to zero.

Example 5 � ∈ 
(η×η)(R+) is of the form

� =

⎛

⎜
⎜⎜
⎜
⎝

�1 0 · · · 0
0 �2 · · · 0
...

...
. . .

...
0 0 · · · �n

⎞

⎟
⎟⎟
⎟
⎠

η×η

.

If max{�� : � ∈ {1, 2, 3, . . . ,η}} is less than 1, then � converges to zero.

Based on the information provided above, Perov [16] modified the concept of (BCP) as:

Theorem 1.9 [16] Let (Xs, dc) be a VvMs and � : Xs → Xs, if there is � ∈ 
(η×η)(R+) con-
vergent to zero as:

dc(�ε,�ω) 
 �
(
dc(ε,ω)

)
,

for every ε,ω ∈ Xs then:
(q1) There must be a unique FP z∗ ∈ Xs of �;
(q2) For every ε◦ ∈ Xs, the sequence {εn} defined as εn = �

nε◦ is convergent to z∗;
(q3) One possesses the estimation,

dc
(
εn, z∗

) 
 �n(I – �)–1dc(ε◦,�ε◦).

Furthermore, Cvetkovic and Rakocevic [18] extended the work of Perov by introducing
Perov-type quasicontractive mapping, where bounded linear operators replaced contrac-
tive linear operators. Abbas et al. [19] deduced the common fixed-point result of Perov-
type generalized Ciric-type contraction mappings. Safia et al. [20] in 2017 demonstrated
several common fixed-point (CFP) theorems for a pair of mappings on sets that are asso-
ciated with vector-valued metrics, either one or two.

Theorem 1.10 [20] Let (Xs, dc) be a complete VvMs with �,S : Xs → Xs. If there is
T ,P ,Q ∈ 
(η×η)(R+) such that:

(i) (I – P – Q) is nonsingular and (I – P – Q)–1 ∈ 
(η×η)(R+);
(ii) K = (I – P – Q)–1(T + P + Q) in such a way that K is convergent to Θ ;

(iii) dc(�ε,Sω) 
 T dc(ε,ω) +P[dc(ε,�ε) + dc(ω,�ω)] +Q[dc(ε,�ω) + dc(ω,Sε)]; for all
ε,ω ∈ Xs. Then, � and S possesses a CFP z∗ ∈ Xs;

(iv) If (I – T – 2Q) is nonsingular and (I – T – 2Q)–1 ∈ 
(η×η)(R+), then z∗ is unique.

Several noteworthy scholars, including Flip and Petrusel [21], Cvetkovic and Rakoce-
vic [22, 23], Minak et al. [24], Ilic et al. [25], and Vetro and Radenovic [26], have made
significant contributions to the advancement of this field and its applications.
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Altun and Olgun [27] recently employed the Wardowski technique [15] and Perov FP
result by defining F-contraction in VvMs.

Definition 1.11 [27] Let F : Rη
+ →Rη such that:

(f1) F is increasing strictly, i.e., for all ℘ = (℘�)η�=1, ν = (ν�)η�=1 ∈R
η
+ and ℘ ≺ ν , then

F(℘) ≺ F(ν);
(f2) For every {℘n} = (℘1

n ,℘2
n ,℘3

n , . . . ,℘η
n ) of Rη

+ in such a way that limn→∞ ℘
j
n = 0 iff

limn→∞ ν
j
n = –∞ for each j ∈ {1, 2, 3, . . . ,η}, where

(ν1
n ,ν2

n ,ν3
n , . . . ,νη

n ) = F(℘1
n ,℘2

n ,℘3
n , . . . ,℘η

n );
(f3) There is � ∈ (0, 1), such that lim℘�→0+ ℘�

� ν� = 0 for each � ∈ {1, 2, 3, . . . ,η}, where
(ν1

n ,ν2
n ,ν3

n , . . . ,νη
n ) = F(℘1

n ,℘2
n ,℘3

n , . . . ,℘η
n ).

Representing �
η the set of all mappings F satisfying (f1)–(f3), Altun and Olgun [27] ini-

tiated the concept of a Perov-type F-contraction as:

Definition 1.12 [27] Let (Xs, dc) be a VvMs with � : Xs → Xs. If there is F ∈ �
η with ζ =

(ζ�)η�=1 ∈R
η
+ such that:

ζ + F
(
dc(�ε,�ω)

) 
 F
(
dc(ε,ω)

)
,

for all ε,ω ∈ Xs with dc(�ε,�ω) � 0̂, then � is called a Perov-type F-contraction.

Example 6 Define F : Rη
+ →Rη by:

F(℘1,℘2,℘3, . . .℘η) = (ln℘1, . . . , ln℘η).

Then, F ∈ �
η .

Example 7 Define F : R2
+ →R2 by:

F(℘1,℘2) = (ln℘1,℘2 + ln℘2).

Then, F ∈ �
2.

Altun and Olgun [27] generalized the Perov FP theorem as:

Theorem 1.13 [27] Let (Xs, dc) be a complete VvMs and � : Xs → Xs denotes a Perov-type
F-contraction. Then, � has a unique FP.

Now, let Xs �= ∅ with dc : X2
s → Rη is a VvMs, then dc(ε,ω) = (d�(ε,ω))η�=1, such that

d� : X2
s → [0,∞) are pseudometrics for all � = {1, 2, 3, . . . ,η} and at least one of the d� is

the ordinary or standard metric (see [28], proposition 2.1). Further, if F ∈ �
η , so F = (F�)η�=1,

where F� : [0,∞) → (–∞, +∞) for every � = {1, 2, . . . ,η}.
Recently, Mirkov et al. [29] generalized the findings in [27] by exclusively utilizing the

property (f1) of F . Additionally, they extended the results in [7] by introducing the defini-
tion of the F-contraction of the Hardy–Rogers type in the following manner.

Definition 1.14 [29] Supposing (Xs, dc) is a VvMs. A mapping � : Xs → Xs is termed an F-
contraction of the Hardy–Rogers type if there exists ζ � θ and strictly increasing mapping



Sarwar et al. Fixed Point Theory Algorithms Sci Eng          (2024) 2024:6 Page 6 of 19

F : [0, +∞)η → (–∞, +∞)η in such a manner that,

ζ + F
(
dc(�ε,�ω)

) 
 F
(
A(ε,ω)

)
,

for all ε,ω ∈ Xs with dc(�ε,�ω) � θ , where A(ε,ω) = adc(ε,ω) + bdc(ε,�ε) + cdc(ω,�ω) +
ξdc(ε,�ω) + edc(ω,�ε) and a, b, c, ξ , e are nonnegative real numbers such that ξ < 1

2 , c < 1,
a + b + c + 2ξ = 1, and 0 < a + ξ + e ≤ 1.

Theorem 1.15 [29] Let (Xs, dc) be a complete VvMs. Then, each F-contraction of Hardy–
Rogers type defined in it has a unique fixed point ε∗ ∈ Xs and, for every ε ∈ Xs, the sequence
{�n(ε)}n∈N converges to ε∗.

In the current work, we proposed a very new generalization of the Perov FP theorem
by defining the generalized F-contraction of Hardy–Rogers type. A CFP theorem for a
pair of generalized F-contractive operators of Hardy–Rogers type is also provided. The
established results are an extension of recent results found in the literature. To ensure the
practicality and effectiveness of our findings across several fields, we provide an appli-
cation that demonstrates the existence of a singular solution for the semilinear operator
system in a Banach space.

2 Fixed-point results
The following notions and definition of a Hardy–Rogers-type generalized F-contraction
in VvMs are very fruitful for proving the main result.

Definition 2.1 If (Xs, dc) is a VvMs, and� : Xs → Xs is a function, then it is said to be a gen-
eralized F-contraction of Hardy–Rogers type when it fulfills certain conditions. Specifi-
cally, there should exist matrices �,B,C,E ,G ∈ 
(η×η)(R+), and a function F ∈ �

η that
fulfill several conditions:

ζ + F
(
dc(�ε,�ω)

) 
 F
(
�

(
dc(ε,ω)

)
+ B

(
dc(ε,�ε)

)

+ C
(
dc(ω,�ω)

)
+ E

(
dc(ε,�ω)

)
+ G

(
dc(ω,�ε)

))
, (1)

where ζ = (ζ�)η�=1 � θ with for every ε,ω ∈ Xs with dc(�ε,�ω) � θ .

Theorem 2.2 Let (Xs, dc) represent a complete VvMs. Then, every F-contraction of Hardy–
Rogers type has the following conditions:

1. (I – C – E) and (� + E + G) are nonsingular and (I – C – E)–1 and
(� + E + G)–1 ∈ 
(η×η)(R+);

2. Q is convergent toward zero, where Q = (I – C – E)–1(� + B + E).
Then, � ensures having a unique fixed point. ε∗ ∈ Xs and, for each ε ∈ Xs, the sequence
{�n(ε)}n∈N converges to ε∗.

Proof As every matrix � ∈ 
(η×η)(R+) are the bounded and linear operators in the Ba-
nach space (Rη,‖ · ‖), where ‖ · ‖ is one of the equivalent norms on a finite-dimensional
vector space Rη . On Rη all norms are equivalent. Thus, we can consider any matrix
� ∈ 
(η×η)(R+) as a bounded and linear operator in the considered space (Rη,‖ · ‖). Using
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the notation of the coordinate of the form � = (�1,�2, . . . ,�η), we have,

�
(
(ε1, ε2, . . . , εη)

)
=

(
�1(ε1),�2(ε2), . . . ,�η(εη)

)
,

because ‖�‖ < 1, ��(ε�) = a�ε�, � = 1, 2, . . . ,η and a� ∈ [0, 1). Thus, the contractive condi-
tion (1) reduces to the system of η inequalities of the form

ζ� + F�

(
dc(�ε,�ω)

) ≤ F�

(
��

(
dc(ε,ω)

)
+ B�

(
dc(ε,�ε)

)
+ C�

(
dc(ω,�ω)

)

+ E�

(
dc(ε,�ω)

)
+ G�

(
dc(ω,�ε)

))
.

This implies that

ζ� + F�

(
dc(�ε,�ω)

) ≤ F�

(
a�.dc(ε,ω) + b�.dc(ε,�ε) + c�.dc(ω,�ω) (2)

+ e�.dc(ε,�ω) + g�.dc(ω,�ε)
)
.

As stated in proposition 2.1 of [28], there is a �◦ dc : X2
s → [0, +∞) is the ordinary metric.

Hence, by (2), we have

ζ�◦ + F�◦
(
dc(�ε,�ω)

) ≤ F�◦
(
a�◦ .dc(ε,ω) + b�◦ .dc(ε,�ε) + c�◦ .dc(ω,�ω) (3)

+ e�◦ .dc(ε,�ω) + g�◦ .dc(ω,�ε)
)
,

where (Xs, dc) is a complete metric space, F�◦ : [0, +∞) → (–∞, +∞), a�◦ , b�◦ , c�◦ , e�◦ , g�◦ ∈
[0, 1). Now, taking a�◦ , b�◦ , c�◦ , e�◦ , g�◦ are such that e�◦ < 1

2 , c�◦ < 1, a�◦ + b�◦ + c�◦ + 2e�◦ = 1,
0 < a�◦ + e�◦ + g�◦ ≤ 1, and {εn}n∈N ∈ Xs such that

ε1 = �ε◦, ε2 = �ε1 = �
2ε◦, . . . , εn = �εn–1 = �

nε◦

for all n ∈ N . If there exists n ∈ N ∪ {0} such that dc(εn,�εn) = 0, then εn is a fixed point of
� and the proof is complete. Hence, we assume that

0 < dc(εn,�εn) = dc(�εn–1,�εn)

for all n ∈ N . From (3), we have for all n ∈ N

ζ�◦ + F�◦
(
dc(εn, εn+1)

)
= ζ�◦ + F�◦

(
dc(�εn–1,�εn)

)

≤ F�◦
(
a�◦dc(εn–1, εn) + b�◦dc(εn–1,�εn–1) + c�◦dc(εn,�εn)

+ e�◦dc(εn–1,�εn) + g�◦dc(εn,�εn–1)
)

= F�◦
(
a�◦dc(εn–1, εn) + b�◦dc(εn–1, εn) + c�◦dc(εn, εn+1)

+ e�◦dc(εn–1, εn+1) + g�◦dc(εn, εn)
)

= F�◦
(
a�◦dc(εn–1, εn) + b�◦dc(εn–1, εn) + c�◦dc(εn, εn+1)

+ e�◦dc(εn–1, εn+1)
)

≤ F�◦
(
a�◦dc(εn–1, εn) + b�◦dc(εn–1, εn) + c�◦dc(εn, εn+1)
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+ e�◦
(
dc(εn–1, εn) + dc(εn, εn+1)

))

= F�◦
(
(a�◦ + b�◦ + e�◦ )dc(εn–1, εn) + (c�◦ + e�◦ )dc(εn, εn+1)

)
.

It follows that

F�◦
(
dc(εn, εn+1)

) ≤ F�◦
(
(a�◦ + b�◦ + e�◦ )dc(εn–1, εn) + (c�◦ + e�◦ )dc(εn, εn+1)

)
– ζ�◦

< F�◦
(
(a�◦ + b�◦ + e�◦ )dc(εn–1, εn) + (c�◦ + e�◦ )dc(εn, εn+1)

)
.

Using the property (f 1) of F , we have

dc(εn, εn+1) ≤ (a�◦ + b�◦ + e�◦ )dc(εn–1, εn) + (c�◦ + e�◦ )dc(εn, εn+1).

This means that

dc(εn, εn+1) ≤ (a�◦ + b�◦ + e�◦ )
(1 – c�◦ – e�◦ )

dc(εn–1, εn), (4)

for every n ∈ N . As a�◦ + b�◦ + c�◦ + 2e�◦ = 1, thus we obtain that 1 – c�◦ – e�◦ > 0. Therefore,
from (4), we have

dc(εn, εn+1) < dc(εn–1, εn)

for all n ∈ N . Thus, the sequence {dc(εn, εn+1)} is strictly increasing, therefore there exist
dc

∗ in a sense that limn→∞ dc(εn, εn+1) = dc
∗. Consider that dc

∗ > 0, since F�◦ is strictly
increasing, so implementing the limit as n → ∞ on inequality (4), we deduce F�◦ (dc

∗) <
F�◦ (dc

∗) – ζ�◦ , which leads to a contradiction. Thus,

lim
n→∞ dc(εn, εn+1) = 0. (5)

Now, we claim that {εn}n∈N is a Cauchy sequence by assuming the contrary. If there exist
ε > 0 and {nk}, {mk} are two sequences such that nk > mk > k,

dc(εnk , εmk ) > ε, dc(εnk –1, εmk ) ≤ ε, (6)

for all n ∈ N , then we have

ε < dc(εnk , εmk ) ≤ dc(εnk –1, εnk ) + dc(εnk –1, εmk ) ≤ dc(εnk –1, εnk ) + ε. (7)

Therefore, from (5) and (7), we have

lim
k→∞

dc(εnk , εmk ) = ε. (8)

Since dc(εnk , εmk ) > ε > 0, from (3), we have

ζ�◦ + F�◦
(
dc(εnk , εmk )

) ≤ F�◦
(
a�◦ .dc(εnk –1,ωmk –1) + b�◦ .dc(εnk –1, f εnk –1)

+ c�◦ .dc(ωmk –1,�ωmk –1) + e�◦ .dc(εnk –1,�ωmk –1)

+ g�◦ .dc(ωmk –1,�εnk –1)
)
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= F�◦
(
a�◦ .dc(εnk –1,ωmk –1) + b�◦ .dc(εnk –1, εnk )

+ c�◦ .dc(ωmk –1,ωmk ) + e�◦ .dc(εnk –1,ωmk ) + g�◦ .dc(ωmk –1, εnk )
)

≤ F�◦ (a�◦
[
dc(εnk ,ωmk ) + dc(εnk –1, εnk ) + dc(ωmk –1,ωmk )

]

+ b�◦ .dc(εnk –1, εnk ) + c�◦ .dc(ωmk –1,ωmk )

+ e�◦
[
dc(εnk ,ωmk ) + dc(εnk –1, εnk

]

+ g�◦
[
dc(εnk ,ωmk ) + dc(ωmk –1,ωmk

]

= F�◦
(
(a�◦ + e�◦ + g�◦ )dc(εnk ,ωmk )

+ (a�◦ + b�◦ + e�◦ )dc(εnk –1, εnk )

+ (a�◦ + c�◦ + g�◦ )dc(ωmk –1,ωmk )
)

≤ F�◦
(
dc(εnk ,ωmk ) + dc(εnk –1, εnk )

+ (a�◦ + c�◦ + g�◦ )dc(ωmk –1,ωmk )
)
.

Now, taking the limit as k → ∞ on the above inequality, we obtain

ζ�◦ + F�◦ (ε) ≤ F�◦ (ε),

which is a contradiction, hence {εn}n∈N is a Cauchy sequence. Since (Xs, dc) is a complete
metric space, there exist ε∗ ∈ Xs such that limn→∞ εn = ε∗. Suppose that �ε∗ �= ε∗, then by
hypothesis, we have

ζ�◦ + F�◦
(
dc

(
�εn,�ε∗)) ≤ F�◦

(
a�◦dc

(
εn, ε∗) + b�◦dc(εn,�εn) + c�◦ dc

(
ε∗,�ε∗)

+ e�◦dc
(
εn,�ε∗) + g�◦dc

(
ε∗,�εn

))
.

This implies that

F�◦
(
dc

(
εn+1,�ε∗)) < F�◦

(
a�◦dc

(
εn, ε∗) + b�◦dc(εn, εn+1) + c�◦dc

(
ε∗,�ε∗)

+ e�◦dc
(
εn,�ε∗) + g�◦dc

(
ε∗, εn+1

))
.

Using property (f 1) of F , we obtain

dc
(
εn+1,�ε∗) < a�◦dc

(
εn, ε∗) + b�◦dc(εn, εn+1) + c�◦dc

(
ε∗,�ε∗)

+ e�◦dc
(
εn,�ε∗) + g�◦dc

(
ε∗, εn+1

)
.

Taking the limit as n → ∞, we obtain

dc
(
ε∗,�ε∗) < c�◦dc

(
ε∗,�ε∗) + e�◦dc

(
ε∗,�ε∗).

Since a�◦ + b�◦ + c�◦ + 2e�◦ = 1, therefore, we conclude that c�◦ + e�◦ < 1. Thus, we have

dc
(
ε∗,�ε∗) < dc

(
ε∗,�ε∗).

This produces a contradiction. Therefore, �ε∗ = ε∗.
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Now, we want to justify that � possesses a unique fixed point. Let ∂ , � be two distinct
fixed points of � such that ∂ �= �. Since 0 < a�◦ + e�◦ + g�◦ ≤ 1 and dc(�∂ ,��) = dc(∂ , �) > 0,
then by hypothesis, we have

ζ�◦ + F�◦
(
dc(∂ , �)

)
= ζ�◦ + F�◦

(
dc(�∂ ,��)

)

≤ F�◦
(
a�◦dc(∂ , �) + b�◦dc(∂ , ∂) + c�◦dc(�, �) + e�◦dc(∂ , �) + g�◦dc(�, ∂)

)

= F�◦
(
(a�◦ + e�◦ + g�◦ )dc(∂ , �)

)

≤ F�◦
(
dc(∂ , �)

)
.

This leads to a contradiction, hence ∂ = �. This justifies a unique FP of �. �

Next, for two self-mappings we extend the definition 2.1.

Definition 2.3 Let (Xs, dc) denote VvMs, then �,S : Xs → Xs is termed a generalized F-
contraction of Hardy–Rogers type, if there exists �,B,C,E ,G ∈ 
(η×η)(R+), F ∈ �

η and
ζ = (ζ�)η�=1 � θ in such a sense that

ζ + F
(
dc(�ε,Sω)

) 
 F
(
�

(
dc(ε,ω)

)
+ B

(
dc(ε,�ε)

)
+ C

(
dc(ω,Sω)

)

+ E
(
dc(ε,Sω)

)
+ G

(
dc(ω,�ε)

))
. (9)

For all ε,ω ∈ Xs with dc(�ε,Sω) > θ .

Theorem 2.4 Let (Xs, dc) be a complete VvMs. Then, each F-contraction of Hardy–Rogers
type with the following holds true:

1. (I – B – G) and (� + E + G) are nonsingular, and (I – B – G)–1 and
(� + E + G)–1 ∈ 
(η×η)(R+);

2. Q is convergent toward zero, where Q∗ = (I – B – G)–1(� + C + G).
Then, the operators � and S have a unique fixed point ε∗ ∈ Xs.

Proof Now, according to the previous results, the contractive condition (9) become

ζ�◦ + F�◦
(
dc(�ε,Sω)

) ≤ F�◦
(
a�◦ .dc(ε,ω) + b�◦ .dc(ε,�ε) + c�◦ .dc(ω,Sω) (10)

+ e�◦ .dc(ε,Sω) + g�◦ .dc(ω,�ε)
)
,

where (Xs, dc) is a complete metric space, F�◦ : [0, +∞) → (–∞, +∞), a�◦ , b�◦ , c�◦ , e�◦ , g�◦ ∈
[0, 1). Now, taking a�◦ , b�◦ , c�◦ , e�◦ , g�◦ such that e�◦ , c�◦ < 1

2 , a�◦ + b�◦ + c�◦ + 2g�◦ = 1, 0 <
a�◦ + e�◦ + g�◦ ≤ 1, and {εn}n∈N ∈ Xs such that

ε2n+1 = �(ε2n)

ε2n+2 = S(ε2n+1),

where n ∈ N ∪ {0}. If ε2n0 = ε2n0+1, then ε2n0 is a CFP of S , �. Assume that ε2n �= ε2n+1 for
all n ∈ N ∪ {0}. Hence, we assume that

0 < dc(ε2n+1, ε2n) = dc(�ε2n,Sε2n–1)
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for all n ∈ N . Then, from (10), we have for all n ∈ N

ζ�◦ + F�◦
(
dc(ε2n+1, ε2n)

)
= ζ�◦ + F�◦

(
dc(�ε2n,Sε2n–1)

)

≤ F�◦
(
a�◦dc(ε2n, ε2n–1) + b�◦dc(ε2n,�ε2n) + c�◦dc(ε2n–1,Sε2n–1)

+ e�◦dc(ε2n,Sε2n–1) + g�◦dc(ε2n–1,�ε2n)
)

= F�◦
(
a�◦dc(ε2n, ε2n–1) + b�◦dc(ε2n, ε2n+1) + c�◦dc(ε2n–1, ε2n)

+ e�◦dc(ε2n, ε2n) + g�◦dc(ε2n–1, ε2n+1)
)

= F�◦
(
a�◦dc(ε2n, ε2n–1) + b�◦dc(ε2n, ε2n+1) + c�◦dc(ε2n–1, ε2n)

+ g�◦dc(ε2n–1, ε2n+1)
)

≤ F�◦
(
a�◦dc(ε2n, ε2n–1) + b�◦dc(ε2n, ε2n+1) + c�◦dc(ε2n–1, ε2n)

+ g�◦dc(ε2n–1, ε2n) + g�◦dc(ε2n, ε2n+1)
)

= F�◦
(
(a�◦ + c�◦ + g�◦ )dc(ε2n–1, ε2n) + (b�◦ + g�◦ )dc(ε2n, ε2n+1)

)
.

It follows that

F�◦
(
dc(ε2n, ε2n+1)

) ≤ F�◦
(
(a�◦ + c�◦ + g�◦ )dc(ε2n–1, ε2n) + (b�◦ + g�◦ )dc(ε2n, ε2n+1)

)
– ζ�◦

< F�◦
(
(a�◦ + c�◦ + g�◦ )dc(ε2n–1, ε2n) + (b�◦ + g�◦ )dc(ε2n, ε2n+1)

)
.

Using the property (f 1) of F , we have

dc(ε2n, ε2n+1) < a�◦ + c�◦ + g�◦dc(ε2n–1, ε2n) + (b�◦ + g�◦ )dc(ε2n, ε2n+1).

This implies that

dc(ε2n, ε2n+1) <
a�◦ + c�◦ + g�◦
1 – b�◦ – g�◦

dc(ε2n–1, ε2n) (11)

for all n ∈ N . Since a�◦ + b�◦ + c�◦ + 2g�◦ = 1, thus we obtain that 1 – b�◦ – g�◦ > 0. Therefore,
from (11), we have

dc(ε2n, ε2n+1) < dc(ε2n–1, ε2n).

Similarly, it can be shown that

dc(ε2n+1, ε2n+2) < dc(ε2n, ε2n+1).

In general,

dc(εn, εn+1) < dc(εn–1, εn)

for all n ∈ N . Thus, the sequence {dc(εn, εn+1)} is strictly increasing, therefore there exist
z∗ such that limn→∞ dc(εn, εn+1) = z∗. Suppose that z∗ > 0, since F�◦ is strictly increasing,
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so by the limit as n → ∞ on inequality (11), we deduce F�◦ (z∗) < F�◦ (z∗) – ζ�◦ , which is a
contradiction. Thus,

lim
n→∞ dc(εn, εn+1) = 0. (12)

By using the previous results, we can easily verify that the {εn}n∈N is a Cauchy sequence.
Since (Xs, dc) is a complete metric space, there exist ω∗ ∈ Xs, such that limn→∞ εn = ω∗.

Next, we show that ω∗ is a common fixed point of �, S . Let Sω∗ �= ω∗. Then, by hypoth-
esis, we have

ζ�◦ + F�◦
(
dc

(
�ε2n,Sω∗)) ≤ F�◦

(
a�◦ .dc

(
ε2n,ω∗) + b�◦ .dc(ε2n,�ε2n) + c�◦ .dc

(
ω∗,Sω∗)

+ e�◦ .dc
(
ε2n,Sω∗) + g�◦ .dc

(
ω∗,�ε2n

))
. (13)

This implies that

ζ�◦ + F�◦
(
dc

(
ε2n+1,Sω∗)) ≤ F�◦

(
a�◦ .dc

(
ε2n,ω∗) + b�◦ .dc(ε2n, ε2n+1) + c�◦ .dc

(
ω∗,Sω∗)

+ e�◦ .dc
(
ε2n,Sω∗) + g�◦ .dc

(
ω∗, ε2n+1

))
.

Using the property (f 1) of F , we obtain

dc
(
ε2n+1,Sω∗) < a�◦ .dc

(
ε2n,ω∗) + b�◦ .dc(ε2n, ε2n+1) + c�◦ .dc

(
ω∗,Sω∗)

+ e�◦ .dc
(
ε2n,Sω∗) + g�◦ .dc

(
ω∗, ε2n+1

)
.

Hence, letting n → ∞, we obtain

dc
(
ω∗,Sω∗) < c�◦ .dc

(
ω∗,Sω∗) + e�◦ .dc

(
ω∗,Sω∗).

This implies that

dc
(
ω∗,Sω∗) < (c�◦ + e�◦ )dc

(
ω∗,Sω∗),

since c�◦ , e�◦ < 1
2 . Then, c�◦ + e�◦ ) < 1. Therefore,

dc
(
ω∗,Sω∗) < dc

(
ω∗,Sω∗),

which is a contradiction, therefore Sω∗ = ω∗. Similarly, we can prove that �ω∗ = ω∗. Next,
we want to prove ω∗ is unique, let us consider ∂ , � to be two distinct common fixed points
of �, S . Then, by hypothesis, we have

ζ�◦ + F�◦
(
dc(�∂ ,S�)

) ≤ F�◦
(
a�◦ .�dc�◦ (∂ , �) + b�◦ .dc(∂ ,�∂) + c�◦ .dc(�,S�) (14)

+ e�◦ .dc(∂ ,S�) + g�◦ .dc(�,�∂)
)
.

This implies that

ζ�◦ + F�◦
(
dc(∂ , �)

) ≤ F�◦
(
a�◦ .dc(∂ , �) + e�◦ .dc(∂ , �) + g�◦ .dc(�, ∂)

)
. (15)

= F�◦
(
(a�◦ + e�◦ + g�◦ )dc(∂ , �)

)
.
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By property (f 1) of F , we have

dc(∂ , �) < (a�◦ + e�◦ + g�◦ )dc(∂ , �),

since 0 < (a�◦ + e�◦ + g�◦ ) ≤ 1, we obtain

dc(∂ , �) < dc(∂ , �),

which is a contradiction, therefore ∂ = �. Hence, �, S has a unique common fixed point.
�

If B = C and E = G , since �, B, C , E , G are linear in the Banach space (Rη,‖ · ‖), then we
have the following corollary.

Corollary 1 Let (Xs, dc) be a complete VvMs,� : Xs → Xs. If there exist �,C,G ∈ 
(η×η)(R+)
such that:

ζ + F
(
dc(�ε,�ω)

) 
 F
(
�

(
dc(ε,ω)

)
+ C

(
dc(ε,�ε)

+ dc(ω,�ω)
)

+ G
(
dc(ε,�ω) + dc(ω,�ε)

))

with the following conditions holding true:
1. (I – C – G) and (� + 2G) are nonsingular and (I – C – G)–1 and

(� + 2G)–1 ∈ 
(η×η)(R+);
2. Q is convergent toward zero, where Q = (I – C – G)–1(� + C + G),

then there is a unique fixed point of �.

If � = I and B = C = E = G = Θ , we obtain the following corollary.

Corollary 2 Let (Xs, dc) be a complete VvMs. � : Xs → Xs and F ∈ �
η . If there exist ζ =

(ζ�)η�=1 � θ such that

ζ + F
(
dc(�ε,�ω)

) 
 F
(
dc(ε,ω)

)
,

for all ε,ω ∈ Xs with dc(�ε,�ω) � θ , then � has a unique FP.

If B = C and E = G , then we have the following corollary.

Corollary 3 Let (Xs, dc) be a complete VvMs, S ,� : Xs → Xs. If there exist �,C,G ∈

(η×η)(R+) such that:

ζ + F
(
dc(�ε,Sω)

) 
 F
(
�

(
dc(ε,ω)

)
+ C

(
dc(ε,�ε) + dc(ω,Sω)

)

+ G
(
dc(ε,Sω) + dc(ω,�ε)

))
,

with the following holding:
1. (I – C – G) and (� + 2G) are nonsingular, and (I – C – G)–1 and

(� + 2G)–1 ∈ 
(η×η)(R+);
2. Q is convergent toward zero, where Q∗ = (I – C – G)–1(� + C + G).

Then, there is a unique CFP of � and S .
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Example 8 Let (Xs, dc) be a complete vector-valued metric space, where Xs = {εn = 1
n2 } :

n ∈ 1, 2, 3 . . . ∪ {0} and dc : Xs × Xs → R2 is given by:

dc(ε,ω) =
(|ε – ω|, |ε – ω|).

Define � : Xs → Xs by:

�(ε) =

⎧
⎨

⎩
0, ε = 0

εn+1, ε = εn

and F : R2 → R2by:

F(ω1,ω2) =

⎧
⎨

⎩
( ln(ω1)√

ω1
, – 1√

ω2
), if ω1 ≤ e

( ω1
e
√

e , – 1√
ω2

) if ω1 ≥ e.

Now, taking the contractive factor ζ = (ln 2, 1), ε = 0, ω = εn and

� =

(
–4 –5
–3 –6

)

, C =

(
1 4
4 1

)

, G =

(
4 1
1 4

)

.

Now, utilizing the contraction of 1

(ln 2, 1) + F
(
dc(0, εn+1)

) ≤ F

{(
–4 –5
–3 –6

)

dc(0, εn) +

(
1 4
4 1

)
{

dc(0, 0) + dc(εn, εn+1)
}

+

(
4 1
1 4

)
{

dc(0, εn+1) + dc(εn, 0)
}
}

(ln 2, 1) + F
(
dc(�ε,�ω)

) ≤ F

{(
–4 –5
–3 –6

)(
εn

εn

)

+

(
1 4
4 1

)(
|εn – εn+1|
|εn – εn+1|

)

+

(
4 1
1 4

){(
εn+1

εn+1

)

+

(
εn

εn

)}}

.

This implies that

(ln 2, 1) + F
(
dc(�ε,�ω)

) ≤ F

(
εn

εn.

)

.

Thus,

(ln 2, 1) + F
(
dc(�ε,�ω)

) ≤ F
(
dc(0, εn)

)
.

(ln 2, 1) + F
(
dc(�ε,�ω)

) ≤ F
(
dc(ε,ω)

)
.

(ln 2, 1) +
(

ln |�ε – �ω|√|�ε – �ω| , –
1√|�ε – �ω|

)
≤

(
ln |ε – ω|√|ε – ω| , –

1√|ε – ω|
)

(
ln 2 +

ln |�ε – �ω|√|�ε – �ω| , 1 –
1√|�ε – �ω|

)
≤

(
ln |ε – ω|√|ε – ω| , –

1√|ε – ω|
)
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ln 2 +
ln |�ε – �ω|√|�ε – �ω| ≤ ln |ε – ω|√|ε – ω| and 1 –

1√|�ε – �ω| ≤ –
1√|ε – ω| .

This implies that:

|�ε – �ω| 1√|�ε–�ω| |ε – ω| –1√|ε–ω| ≤ 1
2

and

1√|�ε – �ω| –
1√|ε – ω| ≥ 1.

Thus, all the conditions of Corollary 1 hold true, so � must has a unique fixed point.

Application In this section, we have employed our main result to demonstrate a unique
solution for a semilinear operator system within the context of a Banach space. This ex-
ploration is crucial, as it provides a concrete instance where our theoretical findings can
be applied to solve practical problems in mathematical analysis. Specifically, by consider-
ing a semilinear operator defined on a Banach space, we have illustrated how our result
contributes to establishing not only the existence but also the uniqueness of solutions in
such systems.

Let us consider a Banach space (�,‖·‖) and let P, Q : �×� → � be nonlinear operators.
In this section, we will utilize the previous findings to offer the theorem that establishes
the existence of the semilinear operator (SLO) system in the given form:

⎧
⎨

⎩
P(ε,ω) = ε

Q(ε,ω) = ω.
(16)

The nonlinear differential system, which includes initial or boundary values, is expressed
in the form of the operators (16). The theorems of Schauder, Leray-Schauder, Krasnosel-
skii, and Parov are employed to establish the existence and uniqueness of a solution to
such a system.

Let Xs = �2 and dc : Xs × Xs → R2 by dc(ε,ω) = (‖ε1 – ε2‖,‖ω1 – ω2‖) ε = (ε1,ω1), ω =
(ε2,ω2) ∈ Xs, then (Xs, dc) is a generalized complete metric space. If ,� : Xs → Xs define by
�u = (Pu, Qu), then (16) can be represented in the FP problem as

u = �(u). (17)

The following theorem guarantees the existence of the solution of the FP problem (17).

Theorem 2.5 Let ζ� > 0 for � ∈ {1, 2} and gij, hij, ki�, li�, wi� ∈ [0, 1) such that

� =

(
g11 g12

g21 g22

)

, B =

(
h11 h12

h21 h22

)

, C =

(
k11 k12

k21 k22

)

,

E =

(
l11 l12

l21 l22

)

, G =

(
w11 w12

w21 w22

)

,

for each ε = (ε1,ω1), ω = (ε2,ω2) ∈ Xs such that the following conditions hold:
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(i) ‖P(ε1,ω1) – P(ε2,ω2)‖ ≤ exp(ζ1)(g11‖ε1 –ε2‖+ g12‖ω1 –ω2‖+ h11‖ε1 – Pε‖+ h12‖ω1 –
Qε‖ + l11‖ε2 – Pω‖ + l12‖ω2 – Qω‖) + k11‖ε1 – Pω‖ + k12‖ω1 – Qω‖ + w11‖ε2 – Pε‖ +
w12‖ω2 – Qε‖);

(ii) ‖Q(ε1,ω1)–Q(ε2,ω2)‖ ≤ exp(ζ2)(g21‖ε1 –ε2‖+g22‖ω1 –ω2‖+h21‖ε1 –Pε‖+h22‖ω1 –
Qε‖ + l21‖ε2 – Pω‖ + l22‖ω2 – Qω‖) + k21‖ε1 – Pω‖ + k22‖ω1 – Qω‖ + w21‖ε2 – Pε‖ +
w22‖ω2 – Qε‖).

Then, the system (16) has a unique solution in �2.

Proof Due to (i) and (ii), we can write

ζ1 + ln
∥∥P(ε1,ω1) – P(ε2,ω2)

∥∥

≤ ln
(
g11‖ε1 – ε2‖ + g12‖ω1 – ω2‖ + h11‖ε1 – Pε‖ + h12‖ω1 – Qε‖

+ l11‖ε2 – Pω‖ + l12‖ω2 – Qω‖ + k11‖ε1 – Pω‖ + k12‖ω1 – Qω‖
+ w11‖ε2 – Pε‖ + w12‖ω2 – Qε‖) (18)

and

ζ2 + ln
∥∥Q(ε1,ω1) – Q(ε2,ω2)

∥∥

≤ ln
(
g21‖ε1 – ε2‖ + g22‖ω1 – ω2‖ + h21‖ε1 – Pε‖ + h22‖ω1 – Qε‖

+ l21‖ε2 – Pω‖ + l22‖ω2 – Qω‖ + k21‖ε1 – Pω‖ + k22‖ω1 – Qω‖
+ w21‖ε2 – Pε‖ + w22‖ω2 – Qε‖), (19)

respectively. Now, combining (18) and (19), we have

(ζ1 + ln‖P(ε1,ω1) – P(ε2,ω2)‖, ζ2 + ln‖Q(ε1,ω1) – Q(ε2,ω2)‖)


 (
ln

(
g11‖ε1 – ε2‖ + g12‖ω1 – ω2‖ + h11‖ε1 – Pε‖ + h12‖ω1 – Qε‖

+ l11‖ε2 – Pω‖ + l12‖ω2 – Qω‖ + k11‖ε1 – Pω‖ + k12‖ω1 – Qω‖
+ w11‖ε2 – Pε‖ + w12‖ω2 – Qε‖),

ln
(
g21‖ε1 – ε2‖ + g22‖ω1 – ω2‖ + h21‖ε1 – Pε‖ + h22‖ω1 – Qε‖

+ l21‖ε2 – Pω‖ + l22‖ω2 – Qω‖ + k21‖ε1 – Pω‖ + k22‖ω1 – Qω‖
+ w21‖ε2 – Pε‖ + w22‖ω2 – Qε‖)). (20)

Considering F(a1, a2) = (F1(a1), F(a2)) = (ln a1, ln a2), then F ∈ �
2 and therefore from (20),

we have

(ζ1, ζ2) + F(‖P(ε1,ω1) – P(ε2,ω2)‖,‖Q(ε1,ω1) – Q(ε2,ω2)‖)


 F
(
g11‖ε1 – ε2‖ + g12‖ω1 – ω2‖ + h11‖ε1 – Pε‖ + h12‖ω1 – Qε‖

+ l11‖ε2 – Pω‖ + l12‖ω2 – Qω‖
+ k11‖ε1 – Pω‖ + k12‖ω1 – Qω‖ + w11‖ε2 – Pε‖ + w12‖ω2 – Qε‖,

g21‖ε1 – ε2‖ + g22‖ω1 – ω2‖ + h21‖ε1 – Pε‖ + h22‖ω1 – Qε‖
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+ l21‖ε2 – Pω‖ + l22‖ω2 – Qω‖
+ k21‖ε1 – Pω‖ + k22

[‖ω1 – Qω‖ + w21‖ε2 – Pε‖ + w22‖ω2 – Qε‖]). (21)

We also write (21) as

ζ + F
(‖Pε – Pω‖,‖Qε – Qω‖)


 F

⎡

⎣

⎛

⎝

[
g11

g12

]T [
‖ε1 – ε2‖
‖ω1 – ω2‖

]

,

[
g21

g22

]T [
‖ε1 – ε2‖
‖ω1 – ω2‖

]⎞

⎠

+

⎛

⎝

[
h11

h12

]T [
‖ε1 – Pε‖
‖ω1 – Qε‖

]

,

[
h21

h22

]T [
‖ε1 – Pε‖
‖ω1 – Qε‖

]⎞

⎠

+

⎛

⎝

[
l11

l12

]T [
‖ε2 – Pω‖
‖ω2 – Qω‖

]

,

[
l21

l22

]T [
‖ε2 – Pω‖
‖ω2 – Qω‖

]⎞

⎠

+

⎛

⎝
[

k11

k12

]T [
‖ε1 – Pω‖
‖ω1 – Qω‖

]

,

[
k21

k22

]T [
‖ε1 – Pω‖
‖ω1 – Qω‖

]⎞

⎠

+

⎛

⎝
[

w11

w12

]T [
‖ε2 – Pε‖
‖ω2 – Qε‖

]

,

[
w21

w22

]T [
‖ε2 – Pε‖
‖ω2 – Qε‖

]⎞

⎠

⎤

⎦ .

We can also write

ζ + F
(‖Pε – Pω‖,‖Qε – Qω‖)


 F

[[
g11 g12

g21 g22

](
‖ε1 – ε2‖
‖ω1 – ω2‖

)

+

[
h11 h12

h21 h22

](
‖ε1 – Pε‖
‖ω1 – Qε‖

)

+

[
l11 l12

l21 l22

](
‖ε2 – Pω‖
‖ω2 – Qω‖

)

+

[
k11 k12

k21 k22

](
‖ε1 – Pω‖
‖ω1 – Qω‖

)

+

[
w11 w12

w21 w22

](
‖ε2 – Pε‖
‖ω2 – Qε‖

)]

.

Consequently,

ζ + F
(
dc(�ε,�ω)

) 
 F
(
�

(
dc(ε,ω)

)
+ B

(
dc(ε,�ε)

)
+ C

(
dc(ω,�ω)

)

+ E
(
dc(ε,�ω)

)
+ G

(
dc(ω,�ε)

))
,

where ζ = (ζ1, ζ2), thus � ensures a unique FP in Xs = �2 or we can say that the (SLO)
system (16) has a unique solution in �2. �

3 Conclusion and future work
This manuscript contributes significantly to the field of mathematical analysis by pre-
senting new results on a generalized F-contraction of Hardy–Rogers-type mappings in
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a complete vector-valued metric space. The work extends and enhances numerous find-
ings already established in the literature, offering a more comprehensive understanding
of fixed-point theorems for single and pairs of these mappings. Applying these theorems
to demonstrate the existence of a unique solution for a semilinear operator system in a
Banach space not only validates the theoretical results but also showcases their practical
relevance.

Looking ahead, several avenues for future research present themselves. First, extending
these results to more generalized metric spaces, such as modular metric spaces or spaces
with a more complex structure, could provide further insights. Additionally, exploring the
applicability of these theorems in solving more complex differential and integral equations
could prove beneficial. Another potential area of exploration is applying these theorems
in computational mathematics, particularly in machine-learning and data-analysis algo-
rithms.
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